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a b s t r a c t 

We propose a novel approach for two-way coupled simulations of multiphase flows within an Eulerian-Lagrange 
framework. Lagrangian particles are commonly approximated as point sources of either energy, mass or momen- 
tum. To introduce them into the Eulerian computation of the fluid flow, an approximation of the Dirac delta 
function has to be made. By resorting to the Boundary Element Method (BEM) based computation of fluid flow, it 
is possible to implement the point source concept without any numerical approximation by simply taking advan- 
tage of the properties of the fundamental solution present in BEM. However, singularity issues occur in the close 
vicinity of the mesh nodes. To remedy this effect, the particle-in-cell (PIC) method is used. We present a novel 
hybrid BEM-PIC two-way coupling algorithm and show that the proposed BEM-PIC model gives superior results 
compared to a standard PIC implementation. We introduce a critical distance to separate the domain, where the 
BEM model can be used and the domain, where the PIC model should be used. The results show that the BEM 

model can be used in about 97% − 99% of the domain depending on the mesh used. We provide a criterion for 
estimating the critical distance within the novel hybrid BEM-PIC two-way coupling algorithm. 
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. Introduction 

Multiphase flows are one of the central topics in process technology.
ts two main aspects are either separation or, in the contrary, the mix-
ng of two pure substances in an as homogeneous as possible fashion.
esearch of the topic has led to different applications ranging from cy-
lonic separators and dust collectors to fluidized beds [1,2] . Multiphase
ows generally consist of all three known phases: gaseous, liquid and
olid [3] , but it is often desirable to reduce the number of phases in
he mixture. Thus, the phenomenon is further reduced to three types of
wo-phase flows: liquid-solid, gas-liquid, liquid-gas, which are easier to
odel. Generally objects in nature move due to force systems acting on

hem. Understanding these forces plays a central role in the mathemat-
cal description of the motion of things. However, due to the inability
o describe all types of force systems, the chosen phenomenon has to be
implified in order to be described mathematically. The simplification
f the force systems in two-phase flows is most significant in the case
f one-way coupled flow, where only the force in the direction from
he carrier phase to the particulate phase is accounted for [4] . Taking
nto account the mutual interaction between the two phases is called
wo-way coupling. The most precise force model is four-way coupling,
ince it adds the computation of particle collisions [5] . According to the
∗ Corresponding author. 
E-mail addresses: ozbej.verhnjak@gmail.com (O. Verhnjak), matjaz.hribersek@um

J. Ravnik). 

ttps://doi.org/10.1016/j.enganabound.2020.07.012 
eceived 27 March 2020; Received in revised form 1 July 2020; Accepted 15 July 20
955-7997/© 2020 Elsevier Ltd. All rights reserved. 
olume ratio of both phases there are dense and dilute flows. The vol-
me ratio decides which forces play the most significant role. The most
mportant forces for dilute flows are interaction forces between the two
hases, whereas for dense particulate flows the main flow characteristics
re defined by the particle collisions. Dense particulate flows are mainly
odeled in the Euler coordinate description and are numerically based

n volume averaging [6] . Accounting for the given simplifications the
uthors have derived the VANS equations, which are able to solve two-
ay coupled problems [7,8] and four-way coupled problems [9] . While

t is possible to solve dense flows using the Euler-Lagrange method, it is
eemed as numerically too costly, because of the multitude of particles
hat has to be resolved [10] . 

There are several approaches to describe dilute disperse flows. They
iffer in the required computational cost and the number of physical
uantities accounted for. The equilibrium Eulerian approach is discussed
n [11] . It assumes particles of small size and mass, leading to Stokes
umbers much smaller than one ( St < < 1). Thus, the velocity of the
articles is fully dependent on the carrier phase flow field. The dispersed
hase can also be represented as a continuum, which was first described
y Crowe [12] and later improved by Fevrier [13] . They proposed that
onservation equations should be solved for each of the phases, with
omentum and energy exchange between the phases taken into ac-
.si (M. Hriber š ek), paul.steinmann@fau.de (P. Steinmann), jure.ravnik@um.si 
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Fig. 1. The boundary Γ and domain Ω positions, which are denoted by 𝜉 and 
𝑟 respectively, are being shown. The particle’s position is represented by the 
vector 𝑝 . 

Fig. 2. Every domain element consists of 27 function nodes (filled circles) and 
24 flux nodes (empty circles). 

Fig. 3. The standard approach using PIC is to define a control volume around 
a node (node 1) and then finding all the particles inside the chosen control 
volume. The energy of all the particles is summed and projected to the node 
inside the control volume. 
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ount as source and sink terms. Numerical investigations have shown
hat the most important advantage of the method is its ability to com-
ute even bigger particles. The method most used is the Euler-Lagrange
ethod [14,15] , wherein undisturbed flow in the vicinity of the particle

s assured, which is computed directly without using turbulent models.
hile the fluid flow is computed using the Eulerian approach, the La-

rangian approach is used to resolve the particulate phase. The motion
f the particles is calculated by the direct use of Newton’s laws for the
otion or, recently, with the discrete element method (DEM) [16] . The

atter enables the computation of many particles. The usefulness of the
uler-Lagrange method for two-way coupled flows depends on the ac-
uracy of the interphase momentum and energy transfer between parti-
les and mesh vertices. The interphase momentum and energy transfer is
omputed in two steps. Firstly, we have to calculate the forces and heat
ransfer terms acting on the particulate phase. This requires the calcula-
ion of the fluid velocity at the particle’s locations and at the grid points.
dditionally, the temperatures at the same locations have to be defined

n order to resolve the energy transfer. In the second step the interphase
xchange is calculated using forces and energy sources or sinks previ-
usly computed. The Euler-Lagrange methodology, however, has been
ainly applied only to two-phase flows, for which the particles are of

izes smaller than the Eulerian grid and for which the volume fraction
f the particles is reasonably small. The first crucial step in a two-way
oupled Euler-Lagrange methodology is the computation of the veloc-
ty and the temperature at the particle’s location as stated above. The
ccuracy of the computed velocity and temperature has a substantial ef-
ect on the computation of the forces and the heat transfer. Most of the
odels to compute the drag force and heat transfer assume an isolated
article, which is subjected to a uniform flow. This restriction allows the
ow properties at the particle location to be computed as an interpola-
ion of nearby grid points. The second crucial step is the computation
f the particle’s impact on the fluid flow. Different methods have been
roposed on how to represent the particle’s feedback force and energy
o the Eulerian grid. The particle-in-cell method has been introduced
y Evans and Harlow [17] and has been supplemented by Crowe [18] .
he method is based on volume averaging across the computational cell,

n which the particle is located. Whereas the biggest advantage of the
ethod is its low computational cost, it has the disadvantage of not hav-

ng a physical interpretation. The second disadvantage is the mesh size
ependency [19] . In [20] the feedback to the fluid field is captured us-
ng Gaussian volume filtering. Recently, many attempts have been made
o avoid the restriction on particles size, thus making their size compa-
able to that of the grid. As the grid size increases, the particle force
nd energy feedback become larger and tend to affect the local flow at
he particle location, which leads to disturbed flow in the vicinity of the
article. The fluid velocity and temperature computed at the particles
ocation are thus substantially different from the case of small particles.
he force and heat transfer computed with the velocity and tempera-
ure of the undisturbed flow differ from the case of the disturbed flow.
s the standard drag laws and heat transfer coefficient approximations
ssume undisturbed flow near the particles, and in order to avoid using
he properties from the undisturbed flow, several approaches have been
roposed to correct the flow properties [21–24] . 

The particle’s feedback is projected to the Eulerian mesh using dif-
erent mathematical approximations that try to approximate the point
ource without losing too much of its physical meaning. In this work
e will pursue the computation of two-way coupling using the BEM.
he same method will be used to compute the continuous phase. While
pplying the single domain BEM has the advantage of high resolution
ccuracy, it is also computationally very expensive, since the matrices
btained are full. There have been several attempts to reduce the com-
utational cost using the subdomain BEM [25] , which ameliorates the
peed of the computation, because the solution leads to a sparse system
f linear equations. A sparse system allows for fast algebraic operations
nd does not require a lot of storage as it is proven in [26] . Additionally,
he method can be improved by applying the dual reciprocity method
120 
27] or triple reciprocity method [28,29] . Another possibility is to use
ifferent approximations in order to reduce the matrix size [30] . It has
een mentioned above that the feedback from the particles in a Eulerian
rid is included as a source/sink term which, in the BEM context, can
e applied directly, without any loss of accuracy of the point particle
pproximation [31] . The treatment of the point-wise sources with the
EM is especially simple, since in the integral forms of the energy and
omentum transfer equations the effect of particles is implemented as
 simple sum. An example of applying the single domain BEM for the
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Fig. 4. In the case of linear interpolation inside the element (blue fill) every 
node is prescribed with the same contribution of the particle’s energy source 
𝜁 , which is simply the particle’s source divided by the volume of the element. 
The integration over the volume of the element returns the value of the parti- 
cle’s source. However, when quadratic interpolation is used (grey fill) the most 
straight forward implementation is to prescribe all the nodes, except the center 
node, with zero contribution of the particle’s source. Again, the integration of 
the contribution over the element’s volume must return the source 𝜁 and in or- 
der to ensure that, the center node has to be prescribed with a modified energy 
source 𝜁mp . (For interpretation of the references to colour in this figure legend, 
the reader is referred to the web version of this article.) 

Fig. 5. The particle is located in the selected element within the cubic domain, 
whereby we use the symmetry property of the element to reduce the number of 
simulations required. 
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wo-way coupled heat conduction in solid problems is given in [32] .
owever, the derivation of the BEM is based on the method of weighted

esiduals, where the fundamental solutions used have similar properties
o the Dirac delta function, used in the point particle two-way coupling.
he final integral equations are based on a fundamental solution, which

s a solution of the chosen differential equation. Independently of the
hosen solution, they are singular at the point, where the delta function
s defined. The point of singularity is reached only in the case when
wo vertices or a vertex and a particle are too close. Because the sin-
le domain BEM has its mesh points only on the boundary surface, the
otential for the fundamental solution to be singular is low due to the
istance between the particle and the boundary surface. When the sub-
omain BEM is used, the boundaries of almost all subdomains lie in the
omain. Thus, there exists a limit, where the particle can be located in
he overall domain, if the singularity is to be avoided. 

In this work we follow the above observations and address the two-
ay coupling of two-phase flows using the BEM to calculate continuous
hase and either BEM or PIC as a coupling method. Mathematically cor-
ect way of introducing point particle source in the Eulerian mesh is by
sing Dirac delta function, whose drawback is its singularity property.
he conventional coupling methods, e.g. PIC,avoid the Dirac delta func-
ion problem of the singularity by approximating the cell in which the
article is located as the particle itself. By making such an assumption,
he overall accuracy of the two-way coupled computation is strongly de-
121 
endent on the grid size. On the contrary, if the coupling is based on the
irac delta function, the results of the coupling are grid independent. By
sing the BEM it is possible to distribute the source due to the presence
f the particle to the grid element nodes without loss of accuracy. We
an use the Dirac delta function sifting property to convert the volume
ntegral into a sum. This represents an advantage over other methods,
.g. the finite element method, and is the main reason to use the BEM
or the problem, even if other methods would be more suitable for the
efined physical problem. However, because of the Dirac delta function,
he function assigning the shares is singular in the distance between the
ode and the particle. The research we will pursue is connected with the
efinition of space in the domain, where the particle may be located in
rder to not mathematically influence the accuracy of the results. Addi-
ionally, we will propose an effective solution method to implement the
ovel hybrid BEM-PIC coupling algorithm. 

. Governing equations 

As a model problem we consider heat diffusion from a point-wise
article with a constant heat source I ∗ in a stationary fluid. The heat
s transferred to fluid in an isotropic manner, which, together with the
ssumption of the domain being unbounded, enables us to neglect the
ffect of natural convection. The chosen phenomenon is representative
nd the analytical solution in an unbounded domain is known. Let us
onsider a system with a non-inertial frame of reference at the position
f the particle. In a fully resolved DNS analysis, the thermal boundary
onditions would be known on the particle surface and the interphase
nergy exchange would be calculated appropriately. In the diffusion
quation there would be no additional heat sources. In the case of Euler-
agrange two-way coupling, however, no specific boundary conditions
re applied on the particle surface. Instead, their feedback is incorpo-
ated into the Eulerian mesh with an additional source term. The heat
iffusion equation then reads as: 

𝑐 𝑝 
𝜕𝑇 ∗ 

𝜕𝑡 ∗ 
= 𝑘 ∇ 

2 𝑇 ∗ + 𝐼 ∗ , (1)

here T ∗ is the temperature, c p is the specific heat, t ∗ is the time, k is
he thermal conductivity and I ∗ [ W / m 

3 ] is the energy source. The ”∗ ”
enotes dimensional values. In our approach, the particles are point-
ise (since this generally allows for the use of standard heat transfer

oefficients developed for an isolated particle in a uniform flow). For
he source we thus have: 

 

∗ = �̇� 

∗ 𝛿( ⃗𝑟 ∗ , ⃗𝑝 ∗ ) , (2)

here �̇� 

∗ [ 𝑊 ] represents the thermal power, 𝛿( ⃗𝑟 ∗ , ⃗𝑝 ∗ ) [1∕ 𝑚 

3 ] is the Dirac
elta function, ⃗𝑟 ∗ denotes the position vector and 𝑝 ∗ represents the po-
ition of the particle. The delta function in (2) is a mathematically exact
xpression for the point-wise property of the particles. We can use a
acroscopic approach instead, without using the delta function. The

nergy contribution of the particle is distributed over a small part of the
ntire domain expressed as 

 

∗ = �̇� 

∗ 

𝑉 ∗ 
, (3)

here V 

∗ is a small volume. The standard approach in the Euler-
agrange methodology uses (3) for which the equation is never singular.
herefore, it is used as the basis for the derivation of the PIC method.
he Dirac delta function in (2) suggests that the equation in this form is
uitable for the application of Green’s theorem. 

The above equations are now non-dimensionalized via the following
xpressions: 

= 𝛼𝑡 

𝐿 

2 , 𝑇 = 
𝑇 ∗ − 𝑇 ∗ 0 
Δ𝑇 ∗ 

, 𝜁 = �̇� 

∗ 

𝑘 Δ𝑇 ∗ 𝐿 

, 𝑟 = 𝑟 
∗ 

𝐿 

, 𝑝 = 𝑝 
∗ 

𝐿 

, 𝑉 = 𝑉 
∗ 

𝐿 

3 , 

here 𝛼 is the thermal diffusivity, L is a characteristic dimension, 𝑇 ∗ 0 
s the initial temperature, ΔT ∗ is the temperature difference between



O. Verhnjak, M. Hriber š ek and P. Steinmann et al. Engineering Analysis with Boundary Elements 119 (2020) 119–132 

Fig. 6. (Left): the effect of Δ𝜏 on the simulation results. The integrals have been approximated using Gauss quadrature, for which the number of Gauss points has to 
be chosen. (Right): To avoid the unnecessary long integration times, we have made an analysis of how the number of Gaus points influences the results (panel 6 b). 

Fig. 7. (Left) Every 5th particle’s distance h vs. l RMS is shown. (Right) As it is not clear that every type of source points has the same characteristics and also the l RMS 

values for the same distance h , 7 b shows the details for the points inside the black rectangle (only Flux nodes). 
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he initial temperature and the temperature after a very long time.
q. (1) transforms into either of the following 

𝜕𝑇 

𝜕𝜏
− ∇ 

2 𝑇 = 
∑

𝑗 

𝜁𝛿( ⃗𝑟 , 𝑝 𝑗 ) or (4)

𝜕𝑇 

𝜕𝜏
− ∇ 

2 𝑇 = 
∑

𝑗 

𝜁 ( ⃗𝑝 𝑗 ) 
𝑉 

, (5)

here we have used the delta function source representation (2) and
he macroscopic source representation (3) to obtain the above equa-
ions. With 𝜁 ( ⃗𝑝 ) in (5) the heat source is bound to the volume V . The
ummation terms in (4) and (5) considers each particle in the system. 

. Numerical method 

We will now apply the subdomain BEM to solve the equations listed
n the previous section. The subdomain BEM uses a domain decomposi-
ion approach to handle inhomogeneous PDEs and is used to solve either
qs. (4) or (5) . 
122 
.1. BEM two-way coupling approach 

Using the first and second Green’s theorems, we obtain the integral
orm of Eq. (4) [33] : 

( ⃗𝜉) 𝑇 ( ⃗𝜉) + ∫Γ 𝑇 ( ⃗𝑟 ) ⃗𝑞 ∗ ( ⃗𝜉, ⃗𝑟 ) ⋅ d ⃗Γ

= ∫Γ 𝑢 ∗ ( ⃗𝜉, ⃗𝑟 ) ⃗𝑞 ⋅ 𝑛 dΓ − ∫Ω
∂T( ⃗r ) 
∂τ

u ∗ ( ⃗ξ, ⃗r )dΩ + ∫Ω
∑
j 
ζδ( ⃗r , ⃗p j )u ∗ ( ⃗ξ, ⃗r )dΩ, (6) 

here 𝜉 is the position vector of the source point, 𝑢 ∗ ( ⃗𝜉, ⃗𝑟 ) = 1 
4 𝜋|𝜉− ⃗𝑟 | is

he fundamental solution for the Laplace operator, 𝑞 ∗ ( ⃗𝜉, ⃗𝑟 ) is the gra-
ient of the fundamental solution, 𝑐( ⃗𝜉) is the free term coefficient and
 ⃗= ∇⃗ 𝑇 . For the given set of equations there exists a fundamental so-
ution, which would enable the use of single-domain BEM as solution
ethod and would be better applicable to the problem. However, the

hoice of the fundamental solution in this paper was due to the possi-
le extension of the model to the full set of the Navier-Stokes equation
n the future, for which no appropriate solutions exist. The boundary
urface and the volume of the domain are denoted by Γ and Ω, respec-
ively. The representation of the computational parameters is given in
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Fig. 8. The yellow point in the front of the inset panel is the edge mid source 
point around which are the particles with least distance inside the interval of 
[0.14,0.16]. Of these particles the ones whose next nearest point is the flux 
source point (purple color) have the highest RMS value. (For interpretation of 
the references to colour in this figure legend, the reader is referred to the web 
version of this article.) 
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ig. 1 . The time derivative is approximated using a second order accu-
ate three-point finite difference scheme, which reads: 

𝜕𝑇 

𝜕𝜏
= 𝛽1 𝑇 𝑛 +1 − 𝛽2 𝑇 𝑛 + 𝛽3 𝑇 𝑛 −1 , (7)

here 𝛽1 = 
3 
2Δ𝜏

, 𝛽2 = 
2 
Δ𝜏

and 𝛽3 = 
1 
2Δ𝜏

, T n and 𝑇 𝑛 −1 define the tempera-
ure in the current and the previous time step, respectively. If we now
onsider the energy source term (last term on right hand side) in Eq. (6) ,
e can use the Dirac delta function sifting property to rewrite the ex-
ression as: 

Ω

∑
𝑗 

𝜁𝛿( ⃗𝑟 , 𝑝 𝑗 ) 𝑢 ∗ ( ⃗𝜉, ⃗𝑟 )dΩ = 
∑
j 
ζu ∗ ( ⃗ξ, ⃗p j ) , (8)

here the fundamental solution u ∗ is calculated as 

 

∗ ( ⃗𝜉, ⃗𝑝 𝑗 ) = 
1 

4 𝜋|𝜉 − ⃗𝑝 𝑗 | . (9)
ig. 9. The results of the simulations using PIC do not change, if the particles are lo
esulting l RMS will vary also for the PIC method as represented in the 9 a. Moreover,
wo-way coupling algorithm and as a result, the particles may be distributed into the

123 
he upper equation is singular for the distance |𝜉 − ⃗𝑝 𝑗 |. In the manuscript
e will not propose a solution of the singularity problem in direct mean-

ng, but rather a workaround. We define a critical distance, i.e. a bound-
ry line between the particle and the mesh node, which serves as a
eciding factor for the coupling method. The singularity only affects
he calculation if the distance between the particle and mesh node is
maller than the critical distance. Therefore, if the critical distance is
ot crossed, the BEM method can be used to couple the particle sources.
f the distance between the particle and mesh node is smaller than the
ritical distance, we avoid the singularity problem by using the PIC cou-
ling method presented in the following chapter. 

Equation (6) contains the boundary values of the function T and the
oundary values of the normal flux 𝑞 = 𝑞 ⋅ 𝑛 . To use (6) , time-dependent
oundary conditions for the function or for the flux have to be known.
he integral equation consists of boundary and domain integrals. Since
he governing Eq. (6) contains domain integrals, we use the domain
ecomposition approach to avoid large full matrices. Therefore, the dis-
retization of the entire domain is necessary. We consider each mesh
lement as a separate sub-domain. The domain is split using hexahedral
lements [34] : Ω = 

∑
𝑒 Ω𝑒 . The sides of the elements consist of bound-

ry elements Γ = 
∑

𝑏 Γ𝑏 . Using the given mesh set up, we can rewrite
q. (6) as: 

( ⃗𝜉) 𝑇 ( ⃗𝜉) + 
∑

𝑏 
∫Γ𝑏 

𝑇 ( ⃗𝑟 ) ⃗𝑞 ∗ ( ⃗𝜉, ⃗𝑟 ) ⋅ d ⃗Γ

= 
∑

𝑏 
∫Γ𝑏 

𝑢 ∗ ( ⃗𝜉, ⃗𝑟 ) ⃗𝑞 ⋅ 𝑛 dΓ − 
∑
e ∫Ωe [β1 T − β2 T 

n + β3 T n−1 ]u ∗ ( ⃗ξ, ⃗r )dΩ

+ 
∑

𝑗 

𝜁𝑢 ∗ ( ⃗𝜉, ⃗𝑝 𝑗 ) , (10) 

here we have already accounted for the approximation of the time
erivative given in (7) and for the modified form of the energy source.
he domain elements have 27 nodes with which a continuous quadratic

nterpolation is performed. The interpolation is performed with the La-
range interpolation functions Φi . Each boundary element Γb has nine
odes, which allow for the interpolation of a function using the interpo-
ation function 𝜑 i . Additionally, there are four nodes on each boundary
lement Γb for the discontinuous interpolation of the flux. Locations
f these flux nodes are not random but are constant with the follow-
ng coordinates in the local coordinate system of every boundary ele-
ent [−1 , 1] 2 : (-0.75, 0.75), (-0.75, -0.75), (0.75, -0.75), (0.75, 0.75).
he shape function allowing for the interpolation across the boundary
cated in the same element. However, because of the definition in Eq. (21) , the 
 the simulations are done using the same particle’s locations as with the BEM 

 same node type groups as in the case of BEM two-way coupling. 



O. Verhnjak, M. Hriber š ek and P. Steinmann et al. Engineering Analysis with Boundary Elements 119 (2020) 119–132 

Fig. 10. l RMS for a representative of each mesh node group is shown. The accuracy of the BEM two-way coupling algorithm depends largely on the distance between 
the particle and the mesh node, so worst case simulations are taken into account when preparing the figure. We filter the l RMS of the BEM two-way coupled simulations 
and the PIC simulations with the lowest l RMS . For each mesh node group we define a critical distance ℎ̂ , which is the minimum distance between the particle and 
nearest node if the simulation is to be calculated with the BEM two-way coupling algorithm. The critical distance can be determined by equating the BEM and the 
PIC two-way coupling l RMS . The BEM two-way coupled simulations are shown with a full line, while the dotted line represents PIC two-way coupled simulations. 
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lement is represented by 𝜙i . The arrangement of the boundary nodes is
hown in Fig. 2 . Using the given shape functions, we are able to inter-
olate a function T over a boundary element as 𝑇 = 

∑
𝜑 𝑖 𝑇 𝑖 and in the

omain as 𝑇 = 
∑
Φ𝑖 𝑇 𝑖 . The flux interpolation proceeds over the bound-

ry element as 𝑞 = 
∑

𝜙𝑖 𝑞 𝑖 . 
We can now rewrite Eq. (10) : 

( ⃗𝜉) 𝑇 ( ⃗𝜉) + 
∑

𝑏 

∑
𝑖 

𝑇 𝑏,𝑖 ( ⃗𝑟 ) ∫Γ𝑏 

𝜑 𝑖 ⃗𝑞 
∗ ( ⃗𝜉, ⃗𝑟 ) ⋅ d ⃗Γ

= 
∑

𝑏 

∑
𝑖 

𝑞 𝑏,𝑖 ∫Γ𝑏 

𝜙𝑖 𝑢 
∗ ( ⃗𝜉, ⃗𝑟 )dΓ

− 
∑

𝑒 

∑
𝑖 

[ 𝛽1 𝑇 𝑒,𝑖 − 𝛽2 𝑇 𝑛 𝑒,𝑖 + 𝛽3 𝑇 
𝑛 −1 
𝑒,𝑖 ] ∫Ω𝑒 

Φ𝑖 𝑢 
∗ ( ⃗𝜉, ⃗𝑟 )dΩ + 

∑
j 
ζu ∗ ( ⃗ξ, ⃗p j ) . 

(11)

he integrals in the previous equation depend solely on the fundamen-
al solution and the mesh shape. For a chosen source collocation point
,⃗ they can be calculated in advance and will not change through the
imulation. Integrals are approximated by Gaussian quadrature via the
124 
eighted summation of 8 Gaussian points in a local coordinate system.
onsidering a known solution of the rigid body motion, 𝑇 = 1 , 𝑞 = 0 ,
e can indirectly calculate the singular integrals. If the source point is
n the boundary, 𝑐 = 0 . 5 , and if it is within the domain, it has the value
 = 1 . In each sub-domain, the source point sweeps over all function and
ux nodes. We calculate the integrals and group them into matrices: 

 𝐻] = ∫Γ 𝜑 𝑖 ⃗𝑞 
∗ ⋅ Γ⃗, [ 𝐺] = ∫Γ 𝜙𝑢 ∗ dΓ, [B] = ∫Ω Φi u 

∗ dΩ. (12) 

he square brackets denote integral matrices. With curly brackets de-
oting vectors of nodal values of functions, the discrete version of
11) reads: 

 𝐻 ] { 𝑇 } = [ 𝐺 ] { 𝑞 } − [ 𝐵 ] 
{
𝛽1 𝑇 − 𝛽2 𝑇 𝑛 + 𝛽3 𝑇 𝑛 −1 

}
+ 
∑

𝑗 

𝜁𝑢 ∗ 
( 

→
𝜉 , 

→
𝑝 

𝑗 

) 

. (13) 

urther details regarding the numerical implementation can be found in
26] . 

As the particle approaches the source point, we expect the last term
n the right hand side of Eq. (12) to be very large, with an infinite value
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Fig. 11. The phase diagrams show the relationship between the results obtained by PIC two-way coupling and these obtained using BEM two-way coupling. The 
black line represents a border where PIC two-way coupling l RMS equals BEM two-way coupling l RMS . 
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t the location of the source point. The 𝑢 ∗ ( ⃗𝜉, ⃗𝑝 𝑗 ) in (12) is used as a filter,
hich assigns the share of particle’s heat source onto every node in the
ulerian mesh according to the distance between the particle and the
iven node. However, when the particle’s and the node’s positions are
dentical, the node is deemed to be inside the particle, which is not valid.
dditionally, due to singular nature of u ∗ , the small distance between
article and node has a negative effect on the accuracy of (11) . Thus, we
ntroduce a critical distance which, when crossed, causes the accuracy
f (11) to be poor. 

.2. PIC two-way coupling approach 

Historically, the PIC method was mostly used as a mathematical
odel to incorporate particle feedback into the Eulerian mesh. The ap-
roach is based on the definition of a control volume V in which the par-
icle is located and over which the particle energy source is distributed
 Fig. 3 ). Let us define a mesh element in which the particle is located as
his control volume. Then the volume fraction V in (14) is the volume of
he mesh element. Thus Eq. (5) can be used directly for the implemen-
ation of PIC. First we write the integral form of Eq. (5) : 

( ⃗𝜉) 𝑇 ( ⃗𝜉) + ∫ 𝑇 ( ⃗𝑟 ) ⃗𝑞 ∗ ( ⃗𝜉, ⃗𝑟 ) ⋅ d ⃗Γ

Γ
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= ∫Γ 𝑢 ∗ ( ⃗𝜉, ⃗𝑟 ) ⃗𝑞 ⋅ d ⃗Γ − ∫Ω
∂T( ⃗r ) 
∂τ

u ∗ ( ⃗ξ, ⃗r )dΩ + 
∑
j 

1 
V 

∫Ω ζ( ⃗p j )u 
∗ ( ⃗ξ, ⃗r )dΩ. (14) 

e use the same approximation as in Section 3.1 regarding the time
erivative. Also, the elements have the same number of nodes, and we
se the same shape functions to interpolate the function values. Addi-
ionally, we use the Φi shape functions to interpolate the energy source
ver the element domain 𝜁 = 

∑
Φ𝑖 𝜁𝑖 . With these preliminaries we can

rite the discrete version of (14) : 

( ⃗𝜉) 𝑇 ( ⃗𝜉) + 
∑

𝑏 

∑
𝑖 

𝑇 𝑏,𝑖 ( ⃗𝑟 ) ∫Γ𝑏 

𝜑 𝑖 ⃗𝑞 
∗ ( ⃗𝜉, ⃗𝑟 ) ⋅ d ⃗Γ

= 
∑

𝑏 

∑
𝑖 

𝑞 𝑏,𝑖 ∫Γ𝑏 

𝜙𝑖 𝑢 
∗ ( ⃗𝜉, ⃗𝑟 )dΓ − 

∑
e 

∑
i 
[β1 T e , i 

− 𝛽2 𝑇 𝑛 𝑒,𝑖 + 𝛽3 𝑇 
𝑛 −1 
𝑒,𝑖 ] ∫Ω𝑒 

Φ𝑖 𝑢 
∗ ( ⃗𝜉, ⃗𝑟 )dΩ + 

∑
e 

∑
i 

∑
j 

1 
V e ∫Ω Φi ζe , i u 

∗ ( ⃗ξ, ⃗r )dΩ. 

(15) 

 more precise representation of the last energy source term is needed
t this point. 

The heat source introduced by the particle is distributed over only
ne element, which means that this term is zero for all elements except
he one in which the particle is located. Furthermore, since quadratic
nterpolation has been chosen as the interpolation function for the in-
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Fig. 12. The shape of the irregular elements. 
The overall domain consists of 512 elements. 

Fig. 13. Filtered results of the irregular meshes using BEM two-way coupling. The mesh node groups are retained for the irregular meshes with a difference that one 
representative of Flux, edge mid. and surface node groups has different characteristics. Since the element is a rectangle with squared base, there is for every mesh 
node group a pair with the same distances to the mesh source point. Thus, the reason is fully geometrical and connected with the mesh shape. 
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∑

erpolation of the source in each element, it is sufficient to use the source
erm only for the source point that is at the center of the element (see
ig. 4 ). Thus, 𝜁 e,i in (15) is subject to the following conditions: 

𝑒,𝑖 = 
{ 

𝜁𝑚𝑝 if 𝑝 𝑗 ∈ 𝑉 𝑒 ∧ 𝜉 = 𝜉𝑚𝑝,𝑒 , 

0 , otherwise , 
(16)

here 𝜉𝑚𝑝,𝑒 represents the position vector of the center source point of
he given element. Integrating the element volume for the energy source
126 
ontribution, we compute the value of the energy source introduced by
he particle. For optional element e and particle j all of the 𝜁 e,i in (15) are
ero except for the node in the center of the element. Thus we may
rite: 

𝑒 

∑
𝑖 

∑
𝑗 

1 
𝑉 𝑒 ∫Ω Φ𝑖 𝜁𝑒,𝑖 ( ⃗𝑝 𝑗 )dΩ. ⇒

ζmp 
V e ∫Ω Φmp dΩ = ζ, (17) 
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here 𝜁mp is the source applied to the center node and Φmp the shape
unction for the center node which is computed as 

𝑚𝑝 = [1 − 𝜒2 ][1 − 𝜂2 ][1 − 𝜓 

2 ] (18) 

ith 𝜓 , 𝜂 and 𝜒 being the local isoparametric coordinates all with the
ame range of [−1 , 1] . The value of 𝜁mp is analytically computed as 

𝑚𝑝 = 
𝜁𝑉 

𝑔 
𝑒 

∫Ω Φ𝑚𝑝 dΩ
= 𝜁𝑚𝑝 = 

𝜁 ⋅ 8 

∫ 1 −1 [1 − 𝜒2 ][1 − 𝜂2 ][1 − 𝜓 

2 ]dχdηdψ 
= 
(2 
3 

)
3 𝜁, 

(19) 

here we denoted by 𝑉 𝑔 𝑐,𝑒 the volume of the element in local coordinates.
As in Section 3.1 , the remaining integrals in (15) may be computed

n advance. We arrange them into matrices using (12) to obtain the final
iscrete version of Eq. (15) : 

 𝐻 ] { 𝑇 } = [ 𝐺 ] { 𝑞 } − [ 𝐵 ] 
{
𝛽1 𝑇 − 𝛽2 𝑇 𝑛 + 𝛽3 𝑇 𝑛 −1 

}
+ 
∑

𝑗 

𝜁

𝑉 𝑒 

[ 2 
3 

]3 
. (20) 

quation (15) requires the calculation of the domain integral based on
he particle presence and does not take into account the exact position
f the particle. These two facts are considered disadvantages of the PIC
ethod compared to the newly proposed BEM two-way coupling Algo-

ithm in (11) . 

.3. Numerical algorithm 

We propose an algorithm for the hybrid BEM-PIC two-way coupling
omputations. The algorithm has the solution method as described in
lgorithm 1 . 

In the step of searching for the nearest mesh node, we define to which
esh node group the nearest node belongs. The critical distance is spe-

ific for each of the five mesh node groups. We must therefore define
ve critical distances. 

To facilitate the comparison of the results, we define the root mean
quare norm (RMS) as 

 𝑅𝑀𝑆 = 

√ √ √ √ 

∑𝑁 

𝑖 =1 [ 𝑇 𝑎𝑛𝑎 − 𝑇 𝑛𝑢𝑚 ] ∑𝑁 

𝑖 =1 𝑇 
2 
𝑎𝑛𝑎 

, (21) 

here T ana is analytical solution and T num 

is the computational result
sing either BEM two-way coupling or PIC two-way coupling. 

. Definition of the critical distance 

We consider a cubic domain [0, 1] 3 and place a particle in it that
mits heat with a constant source 𝜁 . Initially the domain is at 𝑇 = 0 . We
rescribe Dirichlet boundary conditions on the boundary of the domain
ith the known analytical solution of this problem [35] : 

 𝑎𝑛𝑎 ( 𝑟, 𝜏) = 
𝜁

4 𝜋𝑟 
erfc 

( 

𝑟 

2 
√

𝜏

) 

, (22) 

here r is the Euclidean distance between the particle position and
he selected node. The domain is meshed with cubic elements having
uadratic interpolation for the functions and linear interpolation for
he flux. Thus each element has 27 function nodes and 24 flux nodes.
he integrals are approximated by Gaussian quadrature with 8 points.
he number of Gauss quadrature points is chosen based on the analysis
hown in Fig. 6 b. Without loss of generality we place the particles in
nly (1/8)th of the element, because of symmetry ( Fig. 5 ). 

The time step is chosen according to the following analysis. We
hoose two particles with different locations and simulate them using
ifferent time steps as is represented in Fig. 6 a. The results indicate that
he choice 𝜏 = 10 and Δ𝜏 = 1 will ensure that the results of the simula-
ions will not be affected by the time step. 

The simulations are performed four times, twice for each of the two
ifferent mesh types. Firstly, we consider the mesh with regular ele-
ents and secondly a mesh with irregular, cuboidal elements. The dis-

ribution of the elements in the regular meshes is 4 × 4 × 4, 8 × 8 × 8
127 
nd 16 × 16 × 16 with 64, 512 and 4096 elements respectively. The
umber of degrees of freedom for each of the meshes is 729, 4913 and
5,967 respectively. The analysis of irregularly shaped elements is per-
ormed for meshes with an 8 × 8 × 8 distribution of elements. Each sim-
lation is performed with only one particle within the domain. To ob-
ain reliable results, we repeat the simulations for each mesh 10 5 times,
hanging only the position of the particle. The positions of the particles
re defined using a geometry modeller - they are placed in 1/8th of the
olume of a single element within the domain. The element does not
hare a side with the domain boundary. A constant dimensionless heat
ource of magnitude 𝜁 = 10 is specified for the particles. 

.1. Regular mesh 

For each simulation the l RMS and a distance d from the particle to the
earest source point ( ⃗𝜉) are calculated. The distances can vary consider-
bly depending on the mesh size, so we introduce a new dimensionless
arameter that measures the distance between the particle and the mesh
ode, 

 = 𝑑 
3 
√

𝑉 𝑒 
, (23) 

here V e is the volume of the mesh element in which the particle is
ocated. Depending on the type of mesh node closest to the particle po-
ition, the results can be divided into five mesh node groups with dif-
erent properties ( Fig. 7 a). The first group (purple color) consists of all
ux nodes, the second group (yellow) of the edge mid nodes, the third
blue) of the surface mid nodes, the fourth (red) of the corner node, and
he last (black) of the center node. Each mesh node within the group
xhibits similar properties, which are shown in Fig. 7 b. On closer in-
pection, all three flux nodes exist within the purple group, and each
f them separately has the same shape as the other two. Thus we have
roved that the error in the calculated temperature is of the same order
f magnitude at a given distance between particle and node, regardless
f which mesh type of node is taken. 

In Fig. 8 we show the relationship between l RMS and the dimension-
ess distance for a set of particles that were located at an approximately
qual distance from the edge mid mesh node. The inset panel shows
hat the l RMS is highest for those particles for which the second closest
esh node is a flux node. Consider the l RMS of the PIC method. While

he PIC solution is constant for all particles within the same element,
he analytical solution varies, since it depends on the particle position.
herefore the l RMS of the PIC method will also have different values for
he particles with different positions. Fig. 9 b shows that the l RMS of the
IC method have similar properties as the l RMS obtained with the BEM
wo-way coupling algorithm. 

Considering only the worst case simulations with the highest l RMS 

alues for two-way coupled BEM simulations and the lowest l RMS for
IC two-way coupled simulations, we produced Fig. 10 using the data
hown in Figs. 7 and 9 . Without loss of generality, we select only one
epresentative of the given node type group and apply a moving average
lter to obtain a smooth relationship between l RMS and distance. 

The results show that for four groups of mesh nodes there is a point
here the l RMS results are the same for both PIC and the BEM coupled

imulation. We mark this point as the critical distance ℎ̂ , which is gen-
rally different for each node group. The corner node group, edge node
roup, flux node group, surface node group and center node group are
iven indexes a, b, c, d and e respectively. The center mesh node group
s the only mesh node group that allows the particles in its vicinity to
e calculated using the BEM two-way coupling algorithm without using
he hybrid approach. This is due to the fact that the central nodes are
omain nodes where the solution of the PDE is obtained explicitly from
he known boundary values. The proposed critical distances for each
ode group are given in Table 1 . The uncertainty in the critical distance
s due to the small dependence of ℎ̂ on the mesh density. Additional in-
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Fig. 14. Filtered results of the irregular meshes using PIC. Again, the mesh node groups are retained with one representative of every mesh node group having 
different characteristics due to the geometrical reasons. 

Table 1 

The proposed ℎ̂ values for the two-way cou- 
pled simulations when hybrid BEM-PIC ap- 
proach is used. 

Mesh node group Proposed critical distance 

ℎ̂ 𝑎 0.0225 ± 0.0025 

ℎ̂ 𝑏 0.0425 ± 0.0025 

ℎ̂ 𝑐 0.06 ± 0.005 

ℎ̂ 𝑑 0.085 ± 0.005 

ℎ̂ 𝑒 0 
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s  
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c
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e  

Table 2 

The percentage of total volume for which the 
particles are computed with BEM 𝑉 𝐴 

𝐵𝐸𝑀 

using 
the critical values ̂ℎ in Table 1 and the percent- 
age of total volume, that was computed as a 
comparison of l RMS values of BEM and PIC. 

DOF Mesh size 𝑉 𝐴 
𝐵𝐸𝑀 

[%] 𝑉 𝐶 
𝐵𝐸𝑀 

[%] 

729 64 97.94 97.85 

4913 512 98.24 98.36 

35937 4096 97.86 98.16 

d  

p  

o  

c  

g  

t  

c

4

 

a  
ormation about the relation of the BEM two-way coupling results versus
he PIC two-way coupling results may be obtained from Fig. 11 . 

The same patterns on each panel suggest that the required distance
etween the mesh source point and a particle depends only on the mesh
ize. When the hybrid PIC-BEM approach is used, we want to investigate
he contribution of the domain volume handled by the BEM two-way
oupled algorithm and the contribution handled by the PIC two-way
oupled algorithm. We calculate these contributions in two ways: 𝑉 𝐴 

𝐵𝐸𝑀 

s calculated using the critical values ℎ̂ for each mesh node group, as-
uming that a critical distance represents the radius of a sphere with the
enter at the source point 𝜉. The sum of the volumes of the spheres for
ach 𝜉 is equal to 𝑉 − 𝑉 𝐴 

𝐵𝐸𝑀 

. The second type of volume calculation is
128 
one by comparing the l RMS value calculated with the BEM two-way cou-
ling with the PIC two-way coupling for each particle. Since the number
f particles is very large and evenly distributed in the volume, the simple
ount of particles handled by each type of two-way coupling algorithm
ives a good indication of the volume. 𝑉 𝐶 

𝑅𝑀𝑆 
is obtained by comparing

he number of particles whose l RMS computed with the BEM two-way
oupling is lower than that of the PIC coupling ( Table 2 ). 

.2. Irregular meshes 

The two-way coupled simulations using the PIC two-way coupling
nd the BEM two-way coupling are also performed using irregular ele-
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Fig. 15. The comparison of the results of a irregular mesh with the regular mesh for each mesh node group separately. 
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Table 3 

The table shows the change of critical distance due to irregularities in 
the mesh elements. 

Mesh node group mesh type ratio = 1.2 ratio = 1.5 ratio = 1.8 

ℎ̂ 𝑎 Reg. 0.021 0.021 0.021 

Irr. 0.015 0.017 0.018 

ℎ̂ 𝑏 Reg. 0.042 0.042 0.042 

Irr. 0.033 0.046 0.052 

ℎ̂ 𝑐 Reg. 0.057 0.057 0.057 

Irr. 0.043 0.052 0.057 

ℎ̂ 𝑑 Reg. 0.079 0.079 0.079 

Irr. 0.055 0.076 0.094 

 

m  
ents in the mesh. We used the same cuboidal domain [0, 1] 3 that was
eshed with regular cubic and irregular cuboidal elements. The size

f the mesh was 8 × 8 × 8 with 512 elements. The particles are posi-
ioned inside the irregular element whose irregularity was implemented
y stretching in the x direction. Only one layer of elements is stretched
n the zy plane, which corresponds to 64 elements. So the base of the
lement is a square and the sides are rectangles, as shown in Fig. 12 . We
hoose three cases with three different ratios between the x length and
he zy length of the element. Since the element is longer in the x direc-
ion, the possible distance between the particle and the source point can
e longer as we can see from Fig. 13 b. Also, both PIC two-way coupling
 Fig. 14 ) and BEM two-way coupling ( Fig. 13 ) simulations show that
he mesh node groups are retained with one representative from each
roup having different l RMS ( h ) dependencies, which is due to the mesh
tretching in the x direction. 
w  

129 
Further analysis of each mesh node group shows that the particle
ay have a smaller ̂ℎ for slightly distorted meshes, which becomes larger
ith more distorted meshes, as shown in Table 3 . The table was created
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Fig. 16. The first case in 16 a includes one particle with the boundary conditions as given in Section 4 . In the second simulation ( 16 b) we include three particles in 
the domain and change the boundary conditions. The temperature profiles are plotted over the same line for both of the cases (inlay panel in 16 a) with coordinates 
P 1 (0, 0.5, 0.5) and P 2 (1, 0.5, 0.5). 
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Table 4 

Computed l RMS values for the case represented in 
Fig. 16 . The BEM-PIC represents the novel hybrid 
model, whose l RMS are much better compared to 
the results obtained either with pure PIC (PIC in 
our code) or OpenFOAM. 

Solver l RMS 

hybrid BEM-PIC 0.162 

PIC 0.736 

OpenFOAM (PIC) 0.622 
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u  
sing the data presented in Fig. 15 . From the viewpoint of numerical

Initialize, compute the integrals in [ 𝐻] , ⪯[ 𝐺] and [ 𝐵] . 
for every particle do 

Find the mesh element, in which the particle is located; 
Find the nearest mesh node; 

end 

while ”current time” not equal to ”end time” do 
Update the temperature field; 
for All nodes do 

if Node i is middle node then 

for All particles do 
if Particle 𝑗 inside the parent element of node 𝑖 

AND the distanceto the nearest mesh node crosses 

the critical distance then 

Add source term to the accumulation term 

- equation (20); 

end 

end 

end 

end 

while ”Convergence reached” do 

Setting RHS vector of equation (13) without sourcesum; 
for All particles i do 

if The distance from i-th particle to the nearest mesh 

node does not cross the critical distance then 

Add source to the RHS vector - equation (13); 
end 

end 

Check convergence: repeat steps until convergence is 
reached; 

end 

end 

Output results; 
Algorithm 1: Hybrid BEM-PIC two-way coupling algorithm. 

ethods, it is not advisable to use an even more distorted mesh. The
esults in Table 3 show that the critical distance ℎ̂ resulting from the
egular meshes specified in Table 1 is conservative enough to be also

sed for meshes with distorted elements. 

130 
. Numerical example 

We calculate two cases of the same physical phenomenon as de-
cribed in the above sections and compare the results with those ob-
ained with the open source software code (OpenFOAM), which uses
he PIC two-way coupling algorithm. 

.1. One particle 

We simulate one particle, which is located inside the domain with
ize [0, 1] 3 . The domain is prescribed with the same boundary condi-
ions as in Section 4 . The particle is located at 𝑝 = (0 . 48 , 0 . 48 , 0 . 48) , the
ime step is Δ𝜏 = 1 with the end time 𝜏 = 10 . The results are shown in
he Fig. 16 a. As the particle is far enough away from the nearest mesh
ode (it does not cross the critical distance), it is coupled with the BEM
ethod and its description of the temperature profile is by far most ac-

urate in comparison to the analytical solution. We have calculated the
ame case using PIC coupling only of our solver and with OpenFOAM.
he derivation of the two-way coupling with BEM is mathematically
ost correct, which is the reason for the better peak description. The

oupling of our solver with PIC also has better peak description than
penFOAM, which is due to interpolation implementation. OpenFOAM
ses linear elements while our solver is based on quadratic elements.
ince the analytical solution is known, we additionally calculate the
 RMS values ( Table 4 ), which show that the novel two-way coupling al-
orithm describes the physical phenomenon much better. 

.2. Three particles 

To verify the novel hybrid model algorithm, we perform a sim-
lation with three particles in the same domain as in the previous
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imulation. The positions of the particles are chosen so that one par-
icle is closer to the mesh node than the critical distance ℎ̂ . Addi-
ionally we change the boundary conditions. The surfaces 𝑦 = 0 , 𝑦 =
 , 𝑧 = 0 , 𝑧 = 1 are prescribed with zero gradient and the surfaces
 = 0 , 𝑥 = 1 with temperature 0. The particles are positioned at 𝑝 1 =
0 . 2 , 0 . 501 , 0 . 501) , 𝑝 2 = (0 . 7 , 0 . 501 , 0 . 501) , 𝑝 3 = (0 . 501 , 0 . 501 , 0 . 501) with a
imensionless heat source of 𝜁 = 10 . The results in Fig. 16 b show that the
ew model describes the temperature peaks at the location of the par-
icle significantly better and that a hybrid PIC-BEM two-way coupling
lgorithm is a good compromise between reliability and precision. Two
f the particles have been far enough away from the nearest mesh node,
hile one crossed the critical distance. Therefore, two particles were

omputed using pure BEM coupling (two blue peaks) and one with PIC
small, blunt blue peak). Additionally we simulated the same case with
nly PIC coupling of our solver and also with OpenFOAM. Again, the
roposed novel hybrid model describes the peaks much better, if the
ritical distance is not reached. The blunt blue peak represents the par-
icle that has crossed critical distance and has been coupled using PIC.
he peak is almost the same as if we used only PIC coupling for all par-
icles (black line). The simulation performed using OpenFOAM with a
enser mesh gives an indication of how many elements are needed to
orrectly describe the peaks of the temperature profile. The superiority
f the novel hybrid model is due to its precise mathematical derivation.
ts disadvantage is the hybrid tandem with the PIC method necessary to
void the singularity. We have carried out the CPU time analysis for the
ase of three particles. Two of the particles have been computed using
he BEM coupling method and one with the PIC. The wall time needed
o calculate the given problem with the novel hybrid method is about
.57 s . If only the PIC method is used as the coupling method, the solver
eeded about 4.33 s to find the solution. 

. Conclusion 

In this paper we present a novel two-way coupling model for the
uler-Lagrange simulation of particle-laden flows. The presented model
ses the properties of the integral representation of the governing equa-
ions obtained via Green’s theorem and the properties of the fundamen-
al solution of the operator in the governing equation of the problem.
he newly derived model is compared with the standard PIC model im-
lemented in our in-house BEM code and with the open source code
penFOAM. Through the comparison we discovered the existence of
 critical distance between the particle and the mesh nodes where the
ew model outperforms the PIC model. Based on this information we
roposed a new hybrid BEM-PIC two-way coupling model. Through nu-
erous simulations we found that the critical distance depends only on

he mesh and that irregularities in the mesh do not change the critical
istance significantly. Additionally we present the values of the criti-
al distance which should be used when the hybrid BEM-PIC is used
or two-way coupled simulations. Finally, we performed two simula-
ions to demonstrate the superiority of the novel two-way coupling al-
orithm over standard PIC implementation. The new algorithm outper-
orms other solvers in terms of accuracy. 
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