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A B S T R A C T   

The development of the freeze-drying processes through the use of a combination of targeted experiments and 
the application of multidimensional computational models is applied increasingly in pharmaceutical practice, 
especially for scale-up purposes. This study deals with the analysis of uncertainties in the data on material 
properties and model parameters, and their influence on the results delivered by advanced computational models 
of lyophilisation. As a means of uncertainty analysis, the Stochastic Collocation Method is applied, allowing the 
use of existing reliable deterministic models as black boxes in the stochastic computations. As a deterministic 
model, the lyophilisation model is used, based on the axisymmetric approximation of a vial, and the Boundary 
Element Method as a solver. Five parameters, covering material properties, process conditions and model con-
stants, are selected for the sensitivity analysis simulation of the lyophilisation of an aqueous mannitol solution. 
The results show that during the initial stage of the primary drying heat transfer from the shelf is crucial, and that 
the uncertainties in the contact surface area and material properties of the vial play a more important role than 
the thermal properties of the drying material. When the temperature of the material reaches its distinct primary 
drying stage level the mass transfer through the porous cake becomes the most important, with great sensitivity 
to the Knudsen diffusivity in the porous cake. We observed uncertainties in the results for the primary drying 
time in the order of ±6%, and uncertainties in the results for temperatures of ±0.6 ◦C in the frozen material and 
±3 ◦C in the porous cake. The uncertainty analysis proved to be a great help in determining the critical pa-
rameters in the heat and mass transfer during the important primary drying step, which led to a better definition 
of the numerical model for use in the context of design space determination.   

1. Introduction 

The processes of separation of a solvent from a solid–liquid mixture 
are commonly required in Pharmaceutical Engineering, the food in-
dustry and Materials Science. One of the possibilities is drying, which is, 
typically, a highly energy intensive process, which can, in the case of 
pharmaceutical implementations, present problems in the degradation 
of formulation properties. A thermally gentle variation of drying is 
lyophilisation, consisting of a freezing step, in which the initially liquid 
formulation is frozen, followed by the freeze drying step, in which a 
sublimation driven mass transfer of frozen solvent from the solid to the 
vapour phase separates the solid formulation constituents from the 
solvent phase. The freeze drying step consists of the primary drying 
phase, where the frozen solvent is removed, followed by the secondary 
drying step, where the solvent adsorbed on the remaining solid phase of 
the formulation is removed in a process of desorption. A typical lyo-
philisation device consists of a vacuum chamber, where the product is 

placed on cooled/heated shelves. As the lyophilisation is energy inten-
sive, optimisation of the drying protocol is needed, i.e. the set-up of the 
shelf temperatures in the primary and secondary drying phases, as well 
as system pressure. In recent years, a combination of targeted experi-
ments and the use of validated computational models based on the use of 
lyophisation mechanistic models [1], already showed promise as an 
efficient procedure for optimisation of the drying conditions i.e. design 
space determination [2–4]. The computational part of the used models is 
based on the fundamental understanding of the process under study, as 
well as on the underlying physical mechanisms of heat and mass 
transfer, [5–10], and presents a powerful tool for both lyophilisation 
cycle development and design space determination. Although imple-
mentation of deterministic numerical techniques based on the mecha-
nistic models led to a good insight into the behaviour of the underlying 
phenomena, there are still some problems that cannot be solved by 
deterministic modelling alone. The mathematical-physical model 
describing the lyophilisation processes is based on the material 
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parameters and model parameters which are some predetermined, 
mostly averaged, values of the real material and the correct model 
values. When used in computational models, these average values lead 
to computational results, that are an approximation of the realistic sit-
uation. Each process is sensitive to a change in process conditions, and if 
there is an additional sensitivity to the material and model parameters 
used in the computational model, the uncertainty from the input will 
inevitably be transferred to the output of interest, which are, in the case 
of lyophilisation, the temperature and moisture distribution in the dried 
material. In order to get a better insight into the quality of computa-
tional results, the model input parameters should be considered as 
random variables, and an appropriate computational uncertainty anal-
ysis should be performed. Recently, the use of non-deterministic ap-
proaches in computational anaylsis of lyophilisation design space has 
been reported, [11,12]. Traditionally, Monte Carlo type methods have 
been used to capture the response of deterministic simulations to 
changes in input parameters. These methods have an extremely slow 
convergence rate, which means that a very large number of determin-
istic simulations are required to obtain statistically relevant results. In 
the case of physically and numerically more sophisticated models, of 
which Computational Fluid Dynamics is a prime example, it is not 
possible to perform a very large number of simulations. In contrast to 
statistical approaches, the non-statistical algorithms aim to represent the 
unknown stochastic solution as a function of random input variables. 
Among the different methods available in the literature, the Generalized 
Polynomial Chaos (gPCE) technique, based on spectral discretisation, is 
one of the most commonly used. Two variants of gPCE are the Galerkin 
Stochastic Method (SGM) and Stochastic Collocation Method (SCM) 
[13]. The intrusive nature of the SGM requires a more sophisticated 
implementation, as new algorithms have to be developed. On the con-
trary, the non-intrusive nature of SCM allows the use of existing reliable 
deterministic models, such as black boxes in stochastic computations. 
Both approaches show fast convergence and high accuracy under 
different conditions, and a detailed comparison of their use can be found 
in [14]. The combination of the non-intrusive, sample-based character 
of Monte Carlo simulations with the polynomial approximation of the 
output value, which is characteristic of gPCE methods, made stochastic 
collocation one of the most researched and applied stochastic ap-
proaches [15–17]. With further development of modelling approaches 
in the study of lyophilisation, several studies have been conducted and 
reported on the computational analysis of uncertainties in parameter 
estimates and its influence on computed target values. A risk assessment 
based study of the freeze-drying cycle for pharmaceutical and its use in 
design space determination is reported in [18], with the monodimen-
sional (0D) lyophilisation model used to compute the temperature at the 
bottom of the vial, followed by the calculation of the probabilistic dis-
tribution of the product temperature. In [11,12], the sampling-based 
method approach is used for evaluation of uncertainties in model pre-
dictions based on a 0D mechanistic lyophilisation model, with quanti-
tative estimation of the risk of cake collapse using the mechanistic 
model. The definitive screening design was applied in the work of [19], 
with a focus on interactions between formulation and process parame-
ters, which can be applied in early phase lyophilisation development 
strategy. Recently, a sensitivity study of the robustness of the primary 
drying with respect to the deviations in process parameters, using a 
generalised Polynomial Chaos method with Smolyak interpolation, was 
reported in [20]. In this paper we present the Boundary Element Method 
(BEM) based deterministic simulation solver for freeze drying processes, 
and validate it by experimental measurements. In addition, we couple 
the BEM solver with the Stochastic Collocation Method to account for 
the uncertainties present in the model‘s input parameters. The result is 
an analysis of the significance and uncertainties associated with the 
design parameters for freeze drying. This is of paramount importance 
when designing new freeze dryers, or to create new drying protocols for 
new substances. The paper is organised as follows: The experimental 
apparatus and measurements are presented in Section 2. This is followed 

by the description of the BEM based deterministic solver and the 
mathematical model of the freeze drying process used. In Section 4 the 
SCM is developed, and its coupling to the BEM solver explained. In 
Section 5 we present the results, focusing on the relative importance of 
input parameters and their influence on the simulation results and the 
consequence for the design process of freeze driers. 

2. Experiment 

When setting up the lyophilisation numerical model the first step is 
to perform several targeted experimental runs of the considered 
formulation under typical process conditions. Based on the results of 
experiments, typically in the form of a time series of measured tem-
peratures in the product, or a combination of recorded temperatures and 
mass flow rates [21], model parameters are determined, and the cor-
responding numerical model validated. The experimental set-up, as well 
as results used for validation of the numerical model, are presented in 
the following. 

2.1. Materials 

The experiments were performed with 10 ml Schott 6R borosilicate 
glass vials. The outer diameter of the vial used in the experiment was 
22 mm and the inner 20 mm. The vials were filled with a 4 g of 5% W/w 
aqueous mannitol solution as a model solution, as mannitol is used 
frequently as a crystalline bulking agent, providing the cake with a 
stronger structure and helping to maintain the physical stability of the 
pharmaceutical product [22,23]. Distilled water was used as the solvent. 

2.2. Freeze-dryer 

The freeze dryer was manufactured by the Kambic company [24]. 
The dryer has a separate drying chamber with two temperature regu-
lated stainless steel shelves, each with a shelf area of about 0.09 m2, and 
a condensation chamber with condenser capacity of 5 kg. The shelf 
temperature during the experiment varied between − 35 ◦C and +10 ◦C 
and temperature of condenser was set to − 86 ◦C. The chamber pressure 
was measured with a Pirani gauge, which was also used to regulate the 
vacuum pump. The measuring principle of the Pirani gauge is based on 
measuring the thermal conductivity of the gas, which depends on the 
gas‘ composition. If water vapour is present, the measured values are 
higher, due to the different thermal conductivity of the gases. Therefore, 
the system pressure set-up used to perform the experimental tests was 
determined using a ratio of 1.5 between the Pirani and capacitance 
sensors [25]. The main focus of this investigation is the primary drying 
phase, during which the gas composition within the chamber consists 
mainly of water vapour. The assumption to use the ratio between the 
Pirani and the capacitance sensor to determine the system pressure be-
comes questionable towards the end of the primary drying phase, 
because the gas composition within the chamber changes from mainly 
water vapour to inert gas, due to the lower water vapour mass flow. This 
means that the pressure readings of the Pirani gauge become more ac-
curate, and the pressure in the chamber effectively rises, influencing the 
heat transfer rate, as well as the pressure difference in the last part of the 
primary drying. As the Pirani sensor readings were not used to deter-
mine the end of the primary drying, and in view of the findings pre-
sented in this paper that the system pressure sensitivity to observed 
process parameters is low compared to some other influencing param-
eters in the predictive computational model, the use of the constant 
pressure ratio factor for the primary drying phase does not present a 
major impact on the analysis of the results. On the other hand, to 
measure the product temperature, the dryer was also equipped with 7 
thermocouples of type T, which were 0.5 mm thick. The data were 
collected using the National Instrument NI cDAQ-9174 system. 
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2.3. Experiment protocol 

Since the purpose of the experiment was to determine the drying 
kinetics of the centre vial, a total of 37 vials with half inserted rubber 
stoppers were used, placed in a hexagonal packing array, with the vial 
on position 19 in the centre of the shelf (Fig. 1a). The packing array was 
arranged using a 3D printed vial holder, with vial numbering and their 
relative positions with respect to the interior of the drying chamber 
shown in Fig. 1b. Before every measurement the vials were filled with 4 
g of 5% W/w aqueous mannitol solution. After filling, every vial was 
weighed and placed in its corresponding position in the formation. Vials 
were then inserted onto the bottom shelf, while the top shelf was not 
loaded. In order to limit the heat gains from the surroundings, arising 
due to the front plexi glass observation doors, the front door was insu-
lated with a 2 cm thick styrodure plate. After each measurement vials 
were emptied, washed and dried. In order to limit the effect of the ice 
buildup on the condenser surfaces, the condenser was defrosted 
completely before each experimental run. The freezing phase lasted for 
7 h at the shelf temperature Tsh of − 35 ◦C and atmospheric pressure. 
This was followed by the primary drying phase at the shelf temperature 
of − 18 ◦C and the chamber pressure of pc = 10 Pa, regulated by the 
Pirani pressure gauge. Consequently, we estimated the system pressure 
at psyst = pc/1.5 = 6.67 Pa. This was followed by the secondary drying 

at the same pressure and shelf temperature of + 10 ◦C, see protocol for 
shelf temperature and chamber pressure in Fig. 2. 

2.4. Measurement of temperatures inside of the vial 

The temperatures were measured in vials at locations 18, 19 (centre 
vial) and 20. To limit the influence of the geometry of the thermocouple 
holder on the process, the holder was designed to mimic the rubber 
stopper geometry with an additional thermocouple positioning rod. The 
positioning rod had three positioning holes, P1-P3, through which the 
thermocouples were inserted. The holder was 3D printed, and ensured 
that the thermocouples were positioned at three heights: The first at the 
bottom of the vial (height = 0.5 ± 0.5 mm), the second at 5.5 ± 0.5 mm 
above the bottom, and the third at 10.5 ± 0.5 mm above the bottom. The 
typical temperature dynamics of the measurements at different heights 
in a vial is shown in Fig. 2. 

2.5. Measurement of mass 

The main focus in the experimental tests was on determination of the 
temperature dynamics inside the drying formulation. Extra lyophilisa-
tion runs were made in order to get additional drying kinetics infor-
mation in the form of mass change at different time intervals,. The aim of 

Fig. 1. Placement of vials on the shelf of the freeze-dryer.  

Fig. 2. Time trace of shelf temperature Tsh (left) with typical thermocouple readings at selected positions in the central vial 19. pc is the chamber pressure measured 
by the Pirani pressure gauge. Vial cross-section with thermocouple positions is shown in the right panel. 
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the additional runs was to determine the change of vial mass, and to 
calculate average mass flow rates. The additional runs were carried out 
without the insertion of the thermocouples and holders, making com-
parison with the results of the numerical model more realistic. The 
implemented protocol was the same as discussed in the Section 2.3, with 
the exception that the experiment was stopped after 12 h or 24 h of 
primary drying. After the runs were stopped, the vials were weighed 
using the Kern KB 650-2 N scale with ±0.01 g accuracy. The purpose of 
this was to obtain the sublimed mass after 12 h and after 24 h of primary 
drying. For every interval 3 runs were performed, and their results 
averaged. Due to the fact that the freezing phase was not controlled, the 
mass of the centre vial (the vial in position 19) and vials in the first row 
around it (vials in positions 12, 13, 18, 20, 25 and 26), were also 
averaged to yield the final result. Based on this procedure the confidence 
interval for the obtained mean values was calculated, using the Stu-
dent’s t distribution. Results are presented in Fig. 3. 

3. Deterministic numerical model for computation of 
lyophilisation in a vial 

The process of sublimation starts when a positive pressure difference 
is established between the vapour pressure at the sublimation surface 
and partial pressure of the vapour in the surrounding gas phase. The 
mass flow rate can be calculated as 

ṁ = dm
/

dt = Ap
(
p☆

v − po
)/

Rp, (1)  

with the Ap the inner cross-sectional area of the vial and Rp the resistance 
to the mass transfer. In order to have a unique definition of the Rp, the 
water vapour pressure at the sublimation front is set equal to the water 
vapour saturation pressure at the temperature of the interface: 

p☆
v = 133.32Pa⋅exp

(

23.9936 −
2.19ΔHv

T

)

(2)  

while the po is set as the system pressure in the drying chamber. With 
known value of the mass flow rate, which can be obtained gravimetri-
cally from an experiment, or which is instantly available at the end of 
each time step computation in the case of using a dedicated vial lyo-
philisation model [26], the Rp value can be evaluated as 

Rp = Ap
(
p☆

v − po
)/

ṁ (3)  

The sublimation of the frozen solvent presents a heat sink, acting on the 
frozen solvent, which would lead to undercooling of the sublimation 
front, and would eventually stop the mass transfer if no heat would be 
supplied to the vial. Therefore, in order to balance the sublimation, 
enthalpy heat is supplied, predominantly through the heating of the 

shelves in the lyophiliser. In the case of laboratory type devices, the heat 
also comes from the chamber walls, especially for vials at the corners 
and edges of the shelf. The overall supplied heat flux Q̇ can, in general, 
be expressed as proportional to the heat transfer coefficient Kv, cross- 
sectional area of the vial Av and temperature difference between the 
exterior Tsh and the interior of the vial Tv, as 

dQ/dt = KvEAv(Tsh − Tv) (4)  

It has to be noted that the KvE is an equivalent heat transfer coefficient, 
where contributions from heat conduction and heat radiation are 
included, without the need to take into account the heat convection, a 
consequence of a very low system pressure. In Fig. 4, heat inputs in the 
form of specific Kv’s corresponding to specific vial surface regions, are 
denoted. At the part of the vial in direct contact with the shelf area, the 
KvC is considered equal to 

KvC = KvC,exp
Av

Acontact
(5)  

with the coefficient KvC,exp related to the whole cross-sectional area of 
the vial. As the implemented axisymmetric numerical model of lyophi-

Fig. 3. Results of mass measurements after 12 and 24 h of primary drying. Results are shown for the three experimental runs as well as their average.  

Fig. 4. Interior of the vial with stopper (left) - cake as Region 1, frozen solution 
as Region 2, heat input contributions, implemented computational grid 
(magnified, right). The following heat sources are presented: KvC is the heat 
conduction from the shelf to the vial, KvB is the heat radiation and convection 
from the bottom shelf, KvS and KvT are the contributions coming from the 
surrounding rarefied gas on the sides and the stopper at the top. Axisymmetric 
numerical model supports curved sublimation front, as is shown in the zoomed 
part of the grid. 
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lisation does take into account that only a part of the vial bottom is in 
direct contact with the shelf, a scaled value of KvC,exp, Eq. (5), has to be 
applied in the numerical evaluation. In our case, the Acontact was deter-
mined experimentally to be 15.7% of the vial bottom area [10]. In the 
gap between the plate and the vial bottom heat conduction through the 
gas, as well as heat radiation between the two surfaces, are present, 
contributing to the overall KvB value. With a corresponding heat con-
duction model form of [1] and the heat radiation contribution cast in a 
form appropriate for the temperature difference at the bottom Tsh − Tv, 
the KvB is 

KvB = σB F12b

⎛

⎜
⎜
⎝Tsh + Tv

⎞

⎟
⎟
⎠

⎛

⎜
⎜
⎝T2

sh +T2
vB

⎞

⎟
⎟
⎠+

C2 psyst

1 + lb
λamb

C2 psyst
(6)  

with σB the Boltzmann constant, TvB the temperature of the vial at the 
bottom, psyst the system pressure, λamb the water vapour free molecular 
heat conductivity, and lb the integral conduction length at the bottom. 
The parameter C2 takes into account the free molecular flow heat 
transfer coefficient Λo, 

C2 = Λo

(
αC

2 − αC

)[
273.15

Tgas

]0.5

(7)  

and the temperature of the gas, approximated as equal to the shelf 
temperature. The αC is the surface accommodation parameter, its value 
dependent on the technical system, specifically the shelf and vial surface 
properties used for lyophilisation. As the uncertainty analysis is focused 
on the central vial positions, the heat radiation from the side was 
neglected, leaving the heat to contribute only through conduction 
through the gas, 

KvS =
C2 psyst

1 + ls
λamb

C2 psyst
(8)  

with ls the integral conduction length at the side. Since the test vials 
were positioned in the middle shelf, the heat input at the top of the vial 
was composed of heat radiation from the top shelf, as well as heat 
conduction through the gas, 

KvT = σB F12t

⎛

⎜
⎜
⎝Tsh +Tv

⎞

⎟
⎟
⎠

⎛

⎜
⎜
⎝T2

sh + T2
vT

⎞

⎟
⎟
⎠+

C2 psyst

1 + lt
λamb

C2 psyst
(9)  

with TvT being the vial stopper surface temperature and lt the integral 
conduction length at the top. Inside the vial, the supplied heat from the 
shelves is consumed predominantly by the phase change process, as well 
as by the increase of the formulation temperature, which is covered by 
the heat and mass transfer within the frozen, as well as the already dried, 
porous part (cake) of the product. The heat from the surroundings, 
which is transferred to and conducted through the vial walls, is then in 
Region 1, Fig. 4, transferred by conduction and convection, due to 
vapour and inert gas convective fluxes, with additional heat sink due to 
the desorption of water from the porous part of the drying substance. In 
Region 2, the heat transfer mechanism is the heat conduction, governed 
only by the frozen solution thermal conductivity λ. At the sublimation 
front, where the frozen and porous parts of the domain are in contact, 
the frozen solvent undergoes a phase change, consuming the sublima-
tion enthalpy for this process. In the vial lyophilisation model the con-
servation of mass needs to be computed only in Region 1, for both water 
vapour and inert gas, which are both treated as ideal gases. The critical 
part for the performance of the lyophilisation model is the correct 
modelling of water vapour and inert gas mass fluxes, where the dusty gas 
model is applied [27]. It builds on a combination of Fick’s diffusivities, 
as well as the effect of the Knudsen diffusivity, 

Kkn =
λp

3

̅̅̅̅̅̅̅̅̅
8RT
πM

√

(10)  

with the latter playing the most important role in the case of the low 
system pressure values needed in lyophilisation. With λp the molecular 
free path in the order of a typical pore diameter of the dried cake, ∊ its 
porosity and τ its tortuosity, the effective Knudsen diffusivity can be 
defined as 

Kkn,eff =
∊
τ

dp

3

̅̅̅̅̅̅̅̅̅
8RT
πM

√

(11)  

As it is seldom possible to measure the pore size and tortuosity exactly, 
the following form of the effective Knudsen diffusivity is used: 

Kkn,eff = C1

̅̅̅̅̅̅
RT
M

√

(12)  

with the model parameter C1 as 

C1 =
∊
3τ

̅̅̅
8
π

√

dp (13)  

The model for the mass transfer from the porous cake, that was imple-
mented to include the effects of the secondary drying when all the ice 
has been sublimed, is based on the first order chemical kinetics, and is 
reported in [23]. It has proven as adequately accurate to be included in 
the present analysis, although, in the case when the secondary drying 
step would also be included in the sensitivity analysis, this would require 
an additional detailed study of equilibrium conditions and determina-
tion of mass transfer kinetic parameters. 

As the goal of the paper is the uncertainty analysis of the primary 
drying step, extensive descriptions of the physical models in the form of 
the mass and energy conservation equations for both regions inside the 
vial that form the basis for the implemented BEM based numerical 
model for both the primary and the secondary drying steps, are omitted 
here, but are given in [23,26]. The material properties and values of 
model parameters reported in this paper are summarised in Table 1. The 
material properties for the 5% mannitol-water solution used for the 
computational model of heat and mass transfer inside the vial, are 

Table 1 
Values of model parameters.  

Variable Value 

Ap  314.2⋅10− 6 m2  

Av  380.1⋅10− 6 m2  

Acontact  59.6⋅10− 6 m2  

C1  8⋅10− 6 m  
F12,b  0.17 
F12,t  0.12 

KvC,exp  3.67 W/(m2K)
lb  0.5⋅10− 3 m  
ls  3.5⋅10− 3 m  
lt  47.0⋅10− 3 m  
M 18 kg/kmol  

psyst = po  6.67 Pa  
R 8314 J/(kmol K)

Tsh  − 18 ◦C  
TvT  − 18 ◦C  
αC  0.40 kg/m3  

ΔHv  2840.2⋅103 J/kg  
Λ0  1.99 W/(m2 KPa)

λamb  0.025 W/(mK)
σB  5.67⋅10− 8 W/(m2K4)
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reported in [23]. 

4. Numerical simulation of the lyophilisation process in the vial 

To asses the relative importance of parameters in the lyophilisation 
process, we coupled the deterministic simulation of the process with the 
Stochastic Collocation Method. The details of the deterministic mathe-
matical model, as well as its numerical implementation, which was used 
for computing the temperature distribution inside the frozen, as well as 
porous parts, and for computing the mass flow rates of sublimation, are 
given in [26], together with a mesh sensitivity analysis. The imple-
mented numerical model is based on the Subdomain form of the 
Boundary Element Method (BEM), which is a type of Weighed Residuals 
Method, applied to the resulting set of heat and mass conservation 
equations in the form of partial differential equations. The numerical 
solution is based on the axisymmetric representation of the vial. This 
allows taking into account the curved shape of the sublimation front, 
which occurs due to different heat transfer conditions at the bottom and 
sides of the vial. Recent studies have shown [28] that the shape of the 
front can be more complex, featuring fragmented or fractal structure, 
while, at the same time, sublimation fingering can occur. These effects 
can be a source of uncertainty, but are not modelled with our approach. 
The numerical solution algorithm uses discretisation of the computa-
tional domain into boundary and domain elements, see Fig. 4, and 
implementation of the Finite Difference (FD) second order asymmetric 
numerical time marching scheme. The computational domain consisted 
of 19 times 16 internal domains, and the time step was varied dynam-
ically between 0.1 s (the heat up period) and 1 s for the primary phase. 
The deterministic simulation requires known boundary conditions for 
the heat transfer to the vial, given in the form of Kv’s (Fig. 4), with the 
implementation of the models for calculation of the Kv’s reported in 
[10]. 

4.1. Selection of the parameters for the sensitivity analysis 

As is evident from the previous Section, the computation of the 
lyophilisation by using a deterministic lyophilisation model requires the 
specification of several model parameters and assumptions. Determi-
nation of these parameters could not always be achieved by performing 
dedicated experiments, or implementing high-end experimental tech-
niques. The most obvious example is determination of the C1 value, 
which relates to the internal geometrical structure of the dried cake, 
which is different in the vicinity of the cake surface, vial walls, or in the 
bulk of the cake, a result of spatially varying heat transfer rate condi-
tions in the freezing part of the lyophilisation. As the implemented 
values of the model parameters influence the computational outcome of 
the deterministic model directly, a sensitivity analysis of these param-
eters needs to be done. Since the computational requirements of the 
stochastic analysis are related directly to the number of influence pa-
rameters, a sensitivity analysis is needed with a limited number of the 
most important parameters. The mass transfer resistance in the porous 
cake presents the first significant influence on the computational results. 
The internal structure of the porous cake can be described as an open 
pore channel system, where the interaction of the sublimed vapour 
molecules and porous walls contribute significantly to the hydraulic 
resistance of the cake, which, in turn, increases the pressure drop within 
the cake. The in-cake pressure drop leads to a decrease in the effective 
pressure difference between the sublimation front and the surroundings 
of the cake, which drives the sublimation process. The main model 
parameter connected with the internal cake geometry is, therefore, the 
C1, which is obvious, as it is defined with respect to the value of the 
typical pore diameter. The determination of a representative pore 
diameter value is possible by using dedicated experimental techniques, 
like a SEM analysis [29] or X-ray μ-Computed Tomography measure-
ments [30]. However, the value of the C1 from such an analysis should 
only be viewed as an estimation and not an exact value, [31,23], 

therefore, it is selected as the first uncertainty parameter. On the side of 
the frozen part of the formulation, the thermal conductivity of the frozen 
solution λ, which controls the conductive heat transfer from the heated 
glass walls to the sublimation front, is the most important parameter. 
Since the frozen formulation is a mixture of the solid matrix, which, 
typically, consists of several active and passive components and the 
frozen solvent, the effective thermal conductivity is a function of the 
mixture composition. When the mixing rule is used as a means to 
calculate the effective conductivity, the result depend on the correct 
data on the species fractions, and on the correct data on the thermal 
conductivity of pure substances, which are rarely documented by the 
manufacturers or in the open literature. To take this effect into account, 
the thermal conductivity of the frozen part of the solution lambda, was 
chosen as the second sensitive parameter. On the part of the heat 
transfer to the vial, the system pressure and accommodation coefficient 
αc are the next two vital parameters for inclusion into the set of sensitive 
parameters. The choice of system pressure is related to the fact that the 
heat conduction through the rarefied gas, Eq. (8), which acts on all the 
surfaces that are not in direct contact with the shelf, is related directly to 
the value of the system pressure. As the system pressure is maintained by 
the operation of a vacuum pump, and also depends on the obtained 
value from the type of pressure sensor and its position in the drying 
chamber, the real value of the system pressure may differ from the value 
predefined in the lyophilisation protocol. The importance of the system 
pressure for the freeze-dryer design was exposed by Barresi et al. 
[32,33]. On the other hand, the value of the accommodation coefficient 
αc depends on the materials of the shelf and vial surfaces, and can rarely 
be determined exactly [34]. As the heat conduction from the gas con-
tributes an important part of the overall supplied heat, both parameters, 
the αC, as well as the system pressure psyst, were selected for the sensi-
tivity analysis. The last model parameter chosen was the KvC, the heat 
transfer coefficient of the direct contact of the vial with the shelf surface, 
which also depends on the surface properties of the shelf and the vial 
[34]. We considered all five parameters as random variables distributed 
uniformly between the upper and lower bounds defined, given in 
Table 2. The selection of these parameter values was based on an 
extensive study of the scientific reports [35,34,36–38], as well as per-
formed verification and validation cases [26,23,10]. The sensitivity 
analysis, presented in the following Sections, was focused exclusively on 
the primary drying phase, as this step is the critical step in the drying 
stage of lyophilisation, i.e. the freeze drying step. Among the main 
computational results, the computed temperature at selected heights, 
the percentage dried and the maximum temperature in the frozen ma-
terial during the primary drying, were the focus of the investigation. The 
computed temperature at selected heights is readily available at each 
time instant, at the same positions as used for placing the thermocou-
ples. The percentage dried was calculated based on the computed po-
sition of the sublimation front, which defined the volumes of the dry 
cake and the still frozen solution, with percentage dried defined as the 
ratio of the volume of the dry cake and the initial volume of the frozen 
material. The maximum temperature was defined based on scanning the 

Table 2 
Selected model parameters with selected lower and upper bounds of parameter 
values. The C1 governs the gas diffusivity in the dried cake, αC is the surface 
accommodation parameter appearing in the heat conduction model, psyst is the 
system pressure, KvC is the heat transfer coefficient between the shelf and the 
vial and λ is the thermal conductivity of the frozen solution.  

Parameter Unit Lower bound Upper bound 

C1  μm  6 10 
αC  – 0.35  0.45  

psyst  Pa 6.2  7.2  
KvC  W/(m2K) 2.67  4.67  

λ  W/(mK) 2.161  3.161   
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computational results at all evaluated grid points at each computed time 
instant as the maximum temperature within the still frozen part of the 
material. 

4.2. The Stochastic Collocation Method 

A description of the Stochastic Collocation Method, implemented for 
the uncertainty analysis, is given in the following. Let σ represent one of 
the input parameters. We consider all of the parameters to be random 
variables uniformly distributed in a range σ ∈ (σmin,σmax). Their proba-
bility distribution function (PDF) is 

p

⎛

⎜
⎝σ

⎞

⎟
⎠ =

⎧
⎪⎨

⎪⎩

1
σmax − σmin

σ ∈ (σmin, σmax)

0 elsewhere
(14)  

Let the number of random variables be n. Additionally, let our deter-
ministic model, which simulates the freeze drying process, be denoted 
by y(σ1,…,σn). In this case, statistics for our deterministic model, such as 
expected value μy, variance vary, skewness skewy and kurtosis kurty, may 
be calculated using 

Yi =

∫ ∞

− ∞
…
∫ ∞

− ∞
[y(σ1,…, σn)]

ip
(

σ1

)

…p
(

σn

)

dσ1…dσn (15)  

μy = Y1, vary = Y2 − μ2
y (16)  

skewy =
Y3 − 3μy⋅vary − μ3

y

var3/2
y

, kurty =
Y4 − 4μyY3 + 6μ2

yY2 − 3μ4
y

var2
y

(17)  

Due to the fact that the PDFs are non-zero only in a limited range, we can 
change the integration limits of (15) as 

Yi =

∫ σmax,1

σmin,1

…
∫ σmax,n

σmin,n

[y(σ1,…, σn)]
ip

(

σ1

)

…p

(

σn

)

dσ1…dσn. (18)  

Making use of the following change of variables 

ξ(j) = σj,min +

(

σj,max − σj,min
)σj+1

2 and considering the PDF definition (14) 

we obtain 

Yi =
1
2n

∫ 1

− 1
…
∫ 1

− 1

[
y
(
ξ(1),…, ξ(n)

) ]idξ(1)…dξ(n) (19)  

The integral (19) can be calculated using Gauss–Legendre quadrature. 
Considering N Gauss–Legendre points, one finds 

Yi ≈
1
2n
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where ξ(t)j = σt,min +

(

σt,max − σt,min

)
ηj+1

2 and ηj and wj are Gauss–Legendre 

points and weights. The main drawback of this procedure is the fact that 
it requires Nn evaluations of the deterministic simulation model y. In this 
paper, we consider n = 5 parameters and three different quadrature 
strategies, having N = 3,N = 4 and N = 5 collocation points. In the case 
of N = 3, we could employ the Gauss–Legendre quadrature and perform 
35 = 243 simulations. The required computational effort for N = 4,5 
would be 45 and 55 simulations, which is too large. To avoid this 
bottleneck, we proposed to calculate the integral (19) using the Smolyak 
[39–41] sparse grid approach. Using Smolyak quadrature the integral is 
approximated by 

Yi ≈
1
2n

∑Ns

i=1

[
y
(
ξ(1)i , ξ(2)i ,…, ξ(n)i

) ]i
wi, (21)  

where ξ(t)i = σt,min +

(

σt,max − σt,min
)ηi+1

2 and ηi and wi are sparse grid 

points and weights. The number of sparse grid points in (21) is much 
smaller than the number of points needed by the Gauss–Legendre 
approach (20), i.e. Ns≪Nn. In order to calculate the points and weights 
for the sparse grid, we employed the Tasmanian library [42,43] using 
Clenshaw Curtis fully nested collocation points. Having fully nested 
points has an additional benefit of reusing N = 3 simulations as a part of 
N = 4 simulations, and reusing N = 4 simulations for the N = 5 data set. 
Statistical quantities, such as variance, for example, may be calculated 
via (15) when all n parameters are varied. Such an approach is called a 
Full Tensor Product (FTP) approach. Alternatively, when only one of the 
parameters is varied, we have the One-At-a-Time (OAT) approach. 
Statistical quantities may be compared between the OAT and the FTP 
approaches. In this way, we can study how the uncertainty of the output 
of the model y can be apportioned to different sources of uncertainty 
[44]. We define the sensitivity index of each random variable as 

Si

(

y
)

=
vary,OAT(i)

vary
, (22)  

where vary,OAT(i) is the variance obtained using the OAT approach, with i 
denoting the parameter, which was assumed to be a random variable. 
The vary is the variance obtained using the FTP approach (15). Large 
values of the sensitivity index indicate bigger relative importance of the 
random variable. 

Fig. 5. Simulation results of the deterministic model with parameters from the middle of the used bounds in Table 2. Experimental and computed temperatures at 
selected thermocouple positions (left) and mass flux (r.ight) are shown. 
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5. Results 

Based on the selected parameters C1,αC, the system pressure psyst ,KvC 
and the thermal conductivity of the frozen material λ., defined in Section 
4.1, deterministic numerical simulations can be carried out. In the 
following, a sample deterministic simulation for a single set of the 
selected parameter values is presented and analyzed first, followed by 
the results of implementation of the Stochastic Collocation Method 
(SCM) used to evaluate the expected values, variance, Standard Devia-
tion, skewness and kurtosis for several variables given by the deter-
ministic solver: The primary drying time and time traces of the 
temperature at various positions along the height of the vial, the vapour 
mass flow calculated at the top of the material, the fraction of the dried 
material and the maximum temperature in the material. 

5.1. A sample deterministic simulation 

Let us first look at the results of a typical deterministic simulation, 
with the following choice of parameters: C1 = 8 μm,αC = 0.4,psyst =

6.7 Pa,KvC = 3.67 W/m2K,λ = 2.661 W/mK. As is evident from Fig. 5, 
the agreement between the experimental temperature time series and 
the computationally obtained temperature values at the same positions 
is very good, especially as long as there is a frozen phase present in the 
domain, i.e. during the primary drying phase. A well defined lyophili-
sation protocol can be observed, with almost a constant temperature at 
the bottom of the vial, and an increase in temperature readings once the 
sublimation front has passed a thermocouple position. The transition 
from the characteristic dynamics of the primary drying phase to the 
characteristics of the secondary drying phase, which appears in the form 
of a fast cake temperature increase up to the predefined shelf tempera-
ture, is well defined in the case of the computational model. This is the 
point when all the frozen solution is sublimed, and, as the heat input is 
no longer consumed predominantly for the phase change, a steep in-
crease in temperature is the consequence. In the experimental case, the 
exact definition is not trivial [45]. Here, the definition based on the time 
instant when the available temperature readings at three distinct heights 
seemingly merge into a single reading, see Fig. 5 left, is adopted as the 
end of the primary drying. If the lyophiliser is equipped with both the 
Pirani and capacitance pressure sensors, the drop in Pirani sensor 
readings could also be used for determination of the end point. A tem-
perature overshoot at the end of the primary drying protocol is mainly a 
result of the external influences, which are frequently noticeable in the 
case of a laboratory type lyophilisation device [23], but can, in the case 
of using the Pirani sensor for the control of the system pressure, also be 
connected to the rise of the system pressure and increased heat transfer 
rate. In the right panel of Fig. 5 the simulated mass flow rate is shown, 
and compared to two experimental measurements at 12 and 24 h after 
the start of primary drying. It is evident that the overall agreement is 
very good, with the exception of the mass flux comparison after 12 h, 

which is to be attributed to a higher experimental uncertainty of the 
gravimetric mass determination, and a faster numerically computed 
initial heat-up part of the process. The latter could be a consequence of 
the characteristics of the transition from the freezing stage to the sub-
limation stage, where the temporal dynamics of the decreasing of the 
system pressure dominate the sublimation phenomena, and in order to 
have a better agreement in this stage, a dedicated numerical transition 
model should be developed in the future. In Fig. 6 right, the computa-
tional results of the temperature field inside the drying material at two 
different time instants are shown, together with a plot of the maximum 
reached temperatures in the frozen phase during the primary drying. 
The temperature plot after 12 h shows that the heating up part of the 
primary phase is not yet overcome, as the bottom part of the frozen 
region is at a noticeably higher temperature than the interior. As the 
primary drying phase reaches its equilibrium phase after around 20 h, 
the temperature inside the frozen phase has a much lower temperature 
gradient (see the plot in the middle of Fig. 6), and also does not change 
noticeably with respect to time, until the last part of the primary phase. 
The higher temperature levels in the upper part of the material are 
attributed to the heating up of the porous cake, where the heat sink due 
to water desorption is lower than the supplied heat from the top and 
sides of the vial, leading to the increase of the cake temperature. From 
the maximum temperature plot in the frozen phase (Fig. 6, right) it can 
be observed that the maximum reached temperatures are near the bot-
tom and in the direct vicinity of the vial‘s contact with the shelf, which 
presents the critical area in the primary drying phase, and which are, in 
the present case, reached in the last part of the primary drying phase. 
The vial’s central position on the shelf surrounded by other vials effec-
tively limits heat transfer from the side, and since the applied compu-
tational model does not resolve lateral heat conduction in the glass wall 
directly, the effect of which could contribute to a more pronounced 
curvature of the sublimation surface, the computational results show 
only a minor effect of the curving of the sublimation surface, see Fig. 4. 

5.2. Stochastic Collocation Method results 

In the case of the uncertainty analysis, two groups of analyses were 
carried out. The One-At-a-Time (AOT) analysis, in which only a single 
parameter was varied, was evaluated using 9 collocation points (n = 1,
N = 9). Then the full tensor approach with all five parameters and 3, 4 
and 5 collocation points (n = 5,N = 3,4,5) was calculated via the sparse 
Smolyak quadrature. A total of 241 simulations were performed for the 
case N = 3, 801 for the case N = 4 and 2433 for N = 5. The reason for 
running simulations with a different number of collocation points was to 
prove the convergence of the statistical quantities. 

5.2.1. SCM: One At a Time results 
We chose N = 9 collocation points and varied each of the parameters 

separately, so that we used n = 1 and performed 9 deterministic simu-

Fig. 6. Computational results of the BEM based deterministic model using values of target parameters from the middle of the used bounds in Table 2: Computed 
temperature field after 12 h (left) and after 30 h (middle); maximum reached temperatures in the frozen zone during the primary phase (right). The shelf temperature 
was set to Tsh = − 18 ◦C and is kept konstant during th.e primary phase. 
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lations for each of the parameters. The expected value of the primary 
drying time and the Standard Deviations based on the OAT analysis of 
each of the five parameters are presented in Table 3. The end of the 
primary phase was defined as the time when all the frozen solvent has 
been sublimed, i.e. only the porous cake remains in the vial. The greatest 
uncertainty was found with respect to the change in values of the C1 and 
KvC, followed closely by the αC. On the other hand, the system pressure 
psyst and the thermal conductivity of the frozen formulation λ have very 
little influence on the primary drying time. In the Figs. 7 and 8 we 
present the results of the OAT study - the expected values of the observed 
variables and their Standard Deviations. Where possible, the comparison 
is given with the experimentally measured values. The temper-
ature–time traces (Fig. 7) show good agreement with the experimental 
measurements. The Standard Deviation of the temperature is the largest 
after the sublimation front has moved past a sensor at a certain height 
and the physical properties are altered due to change to the porous cake. 
During this period the most influential parameters are C1,αC and KvC. In 
contrast, the expected values of the frozen solution temperature during 
the primary phase are less affected by the changes in the parameters, 
although deviations in the order of a few degrees can still be expected, 
especially at the bottom of the frozen material. This position presents the 
critical position during the primary drying, as this is also the area of the 
largest heat input into the vial, so even a few K difference can be 
important. When studying the time trace of the mass flow rate (Fig. 8), 
we again observe the greatest uncertainty at the end of the primary 
drying process, when all the ice has sublimed and the desorption and 
diffusion take place of water vapor through the porous material. 
Comparing the obtained computational results with the two measured 
flow rates (see Section 2.5), the results for the second (24 h) gravimet-
rically measured mass flow rate show excellent agreement. Although the 
agreement with the averaged values of the first measurement (12 h) is 
only moderate, also taking into account the maximum measured values 
(see Fig. 5) and the nature of the used gravimetrical method, the 
computational results can still be considered as good. The percentage of 
the dried material graph, linked directly to the dynamics of the move-
ment of the sublimation front, seems to be stable, and largely unaffected 
by the changes in the input parameters. In contrast, the maximum 
temperature (Fig. 8) exhibits the largest Standard Deviation of approx-
imately 1K in the case of the C1 parameter, and even less in the case of 
other parameters, meaning that the maximum temperatures of the 
frozen solution are less affected by the uncertainties in the heat transfer 
parameters, and are mainly a result of the general setting of the system 
pressure and shelf temperature. 

5.2.2. SCM: Full tensor product results 
A full tensor product stochastic analysis was performed taking all five 

input parameters into account. The number of collocation points (N = 3,
4,5) was varied, in order to prove that the results converge, and that the 
choice of the number of collocation points is appropriate. The results of 
the convergence study are presented in Table 4, where we can observe 
that changing the number of collocation points does not influence the 
results strongly. In the Fig. 9 the time traces of the expected values and 

Standard Deviations of several quantities are shown. The mass flow rate 
shows the largest Standard Deviation in the period that begins after all 
the frozen ice was sublimed. When desorption is the main source of 
water vapour release and the properties of the porous dried material are 
important, we observe the greatest uncertainty in the water vapour mass 
flow rate leaving the material. The percentage of the dried material 
increases approximately linearly with time, and is influenced to a lesser 
extent by the changes in input parameters. The Standard Deviation 
reaches a few percent in the secondary drying stage. The maximum 
temperature in the material has the Standard Deviation of 2 ◦C, which is 
an important design consideration, since in most applications a collapse 
can occur when a critical temperature is reached in the material. The 
maximum temperature deviation reaches its nearly highest value 
already at the end of the heating up part of the primary phase, which, 
when combined with local temperature distribution in the frozen phase, 
shown in Fig. 6 (the left panel, after 12 h), presents an important limi-
tation in the process protocol development, as a too rapid temperature 
increase could easily lead to exceeding the maximum allowed temper-
ature level in the material and local transition to a liquid phase. On the 
other hand, the temperature at different heights in the material has a 
small uncertainty during the primary drying stage, when ice is still 
present, and increases significantly after the point at which the ice at a 
certain height has sublimed. 

Time traces of skewness and kurtosis are shown in Fig. 10. Looking at 
kurtosis, we observe that, during the primary drying, the distribution of 
all variables is platykurtic (i.e. has kurtosis less than 3). This means that 
the distribution is wide and has thinner tails, so that few simulation 
results are at the outer edges of the parameter space. Compared to 
normal distribution, which has a kurtosis of 3, our simulation results are 
focused more strongly around the centre of the parameter space. Apart 
from the very start of the simulations, the distribution of the results does 
not seem to be significantly skewed, since, for most variables, the 
skewness is very close to zero. This means that the simulation results are 
distributed evenly around the expected values. 

5.3. Sensitivity index results 

The sensitivity index, Eq. (22), is defined as the ratio of the Standard 
Deviation obtained by the OAT approach and by the full tensor product 
approach. It is a measure of the relative importance of the individual 
parameters. Fig. 11 shows the temporal evaluation of the sensitivity 
index for the temperature at different heights above the bottom of the 
vial. We observed a significant change in the sensitivity index when the 
sublimation front reached the temperature probe. While a location is 
still frozen the C1 parameter is the most important. After the sublimation 
front reaches a probe position, the importance of the C1 parameter de-
creases significantly. In the lyophilisation model, the C1 parameter de-
scribes the Knudsen type vapour diffusion through the porous cake, 
which is a result of the phase change process at the sublimation front. 
The supplied heat for the process is consumed mainly as a sublimation 
enthalpy, therefore, the change in the mass transfer resistance of the 
cake, i.e. the C1 value, influences the sublimation rate directly and, 
hence, the temperature in the frozen material. At the same time, the 
sensitivity indices of KvC and αC increase, which means that these pa-
rameters play a more important role in the secondary stage of the drying, 
when water is desorbed from the remaining solid porous material. It 
must be noted that the applied lyophilisation computational model [26] 
takes the secondary drying effects into account already during the pri-
mary drying stage, as soon as the porous cake is formed. Of course, the 
effects of the secondary drying become more pronounced as the shelf 
temperature is increased during by the protocol defined secondary 
drying stage. As the mass transfer in the secondary stage is significantly 
less intensive than when sublimation takes place, the supplied heat 
through the direct contact and the gas conduction, with the corre-
sponding parameters KvC and αC, has a more pronounced affect on the 
temperature in the porous cake. On the other hand, the sensitivity index 

Table 3 
Uncertainty of the determination of primary phase drying time 
obtained via OAT analysis. Clearly, C1 and KvC are the most 
influential parameters, while the system pressure psyst and thermal 
conductivity λ have an almost negligible effect.  

OAT parameter Primary drying time [h]

C1  50.8 ± 2.4  
αC  50.5 ± 1.1  

psyst  50.2 ± 0.2  
KvC  50.6 ± 1.8  

λ  50.5 ± 0.06   
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of the system pressure psyst is low, and this parameter does not play an 
important role in the drying dynamics, as long as a constant pressure 
drying regime is specified. There are also two ranges of strong oscilla-
tions in the sensitivity indices with respect to the C1,KvC,αC, and to some 
extent also to the psyst , as shown in Fig. 11. The first after about 44 h 
when the mass flow rate begins to decrease, and the second after about 
50 h when the primary drying ends. Thereafter, the sensitivity indices 
decrease significantly when the primary phase ends and all ice has 
sublimed. The change in the sensitivity indices could, therefore, be used 

as another means of the definition of the end of the primary drying 
phase. When only the secondary drying effects remain, i.e. when water 
desorption and transport through the porous cake are the only drying 
mechanisms, the sensitivity of C1,KvC, λ and αC is comparable, while the 
sensitivity index of system pressure psyst remains lower. Finally, Fig. 11 
also shows the sensitivity indices for the maximum temperature in the 
material. We observe that the parameter C1 has the greatest influence on 
the maximum temperature throughout the freeze drying process, fol-
lowed by KvC, αC, λ, and psyst. As the C1 is a material dependent value, 

Fig. 7. Comparison of simulated and measured temperature at y = 0.5 mm (left), y = 5.5 mm (center) and y = 10.5 mm (right). Standard deviation obtained by OAT 
analysis for all parameters is shown: C1 (top), αC (second row), psyst (third row), KvC (fourth row) and λ (bottom). 
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special attention must be paid to the determination of this value when a 
new material is studied. The sensitivity index for the mass flow and the 
dried material fraction is given in Fig. 12. The mass flow diagram shows 
that, at the start of the primary drying stage, the most important pa-
rameters are KvC and αC, but after about 10 h of primary drying the C1 
parameter starts to dominate. This is a direct consequence of the heating 
up part of the primary drying, when the temperature at the sublimation 
front starts to increase from the freezing levels to the primary drying 
final level. At low temperatures the saturation pressure is low, leading to 

a moderate increase in the mass transfer rate, see Eq. (1), and a large part 
of the supplied heat is transformed into a sensible heat. The sensitivity 
indices for the dried fraction of the material are approximately the same 
for C1,KvC and αC and negligible for the thermal diffusivity of the frozen 
material λ and the system pressure psyst . 

6. Conclusions 

The coupling of the Stochastic Collocation Method with a deter-

Fig. 8. Comparison of mass flow rate (left), share of dried material (center), maximum temperature (right) OAT analysis for all parameters: C1 (top), αC (second 
row), psyst (third row), KvC (fourth row) and λ (bottom). 
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ministic computational simulation of the lyophilisation allows the 
investigation of the susceptibility of the drying process to uncertainties 
in the input parameters. This information is crucial in the design phase 
of the lyophilisation process, in order to optimise energy consumption 
and drying time, and to ensure good product quality. The sensitivity 
analysis shows that, during the heating part of the primary drying stage, 
the heat transfer mechanisms from the shelf to the vial play the most 
important role, whereas, in the main part of the primary drying process, 
i.e. in the stationary temperature regime, this role is assigned to the mass 
transfer resistance of the porous cake. The maximum temperature 
sensitivity analysis shows that the design of the temperature ramp must 

avoid a too rapid heating up, that could lead to melting of the frozen 
solvent, as this sensitivity is comparable to the maximum temperature 
sensitivity at the end of the primary drying phase. The sensitivity 
analysis showed that the most important heat transfer model parameters 
are KvC and αC, which are both linked to the geometrical and material 
properties of the vial, whereas the heat transfer rate can be controlled 
directly by a suitable level of the system pressure, where a capacitance 
sensor is preferred over the Pirani sensor, and the shelf temperature, the 
mass transfer resistance is affected mainly by the frozen solid structure 
established during the solid–liquid phase change phenomena in the 
freezing step. The Knudsen diffusivity based model parameter C1 proves 

Fig. 9. Full tensor product stochastic collocation method results. Expected value and standard deviation are shown for the mass flux, dried share of material, 
maximum temperature and temperatures at y = 0.5 mm, y = 5.5 mm and y = 10.5 mm. 

Fig. 10. Time traces of skewness (left) and kurtosis (right) during the primary drying phase.  

Table 4 
Uncertainty of the determination of primary phase drying time and temperature after 10 h of dying obtained via full tensor product analysis. As the number of 
collocation points N is increased, we see good convergence of results proving that result obtained with N = 5 are numerically converged.    

Temperature after 10 h of drying 

N Primary drying time [h] T(y = 0.5 mm) [
◦C] T(y = 5.5 mm) [

◦C] T(y = 10.5 mm) [
◦C]

3 50.97 ± 3.24  − 31.68 ± 0.61  − 31.97 ± 0.61  − 31.94 ± 0.60  
4 50.99 ± 3.23  − 31.67 ± 0.60  − 31.96 ± 0.60  − 31.93 ± 0.59  
5 50.99 ± 3.24  − 31.67 ± 0.61  − 31.96 ± 0.61  − 31.92 ± 0.60   
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to be the most influential mass transfer model parameter, and since its 
value depends to a large extent on the porous structure of the cake, 
which is a consequence of the material properties and the protocol of the 
freezing process, it is strongly advised to perform at least one experi-
mental lyophilisation run in order to establish its correct value for the 
case under consideration. Finally, when the mass flux starts to decrease 
and only the secondary drying effects remain in the porous cake, the 
sensitivity of the process is comparable for both heat and mass transfer. 
The use of the Stochastic Collocation Method for uncertainty studies is 
very convenient, because the deterministic model is executed many 
times, and statistical quantities are estimated only by the analysis of the 
results of deterministic simulations. The deterministic model can be 
used as a black box, so that the method can be used in conjunction with 

any existing mathematical model. The only drawback is the need for a 
large number of evaluations of the deterministic model. Even though the 
number of evaluations required by the SCM is much lower than when 
using the Monte Carlo approach, this still limits the complexity of the 
deterministic model. As a full 3D Computational Fluid Dynamics simu-
lation of the complete batch coupled with computational submodels for 
each vial is still extremely costly, the presented sensitivity analysis 
coupled with a computational analysis of the single characteristic vial 
lyophilisation, offers a time effective alternative already for the deter-
mination of the most sensitive parameters in the different steps of the 
primary and secondary drying stages, and is, thus, a valuable aid in the 
planning of the experimental trials, as well as in the construction of a 
suitable mathematical model for the numerical investigation of the 

Fig. 11. Sensitivity index for temperature at different position in the vial. Passage of the sublimation front can be clearly observed when looking at the αC,C1 and 
KvC charts. 
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