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A B S T R A C T

Numerical simulation of nanofluid flows is of maximum importance for a large area of applications, especially in
the solar energy technology. Even though a lot of numerical studies are available in the open literature, there is
still a large debate in regard to the most appropriate approach when dealing with nanofluids. Plus, a precise
simulation of the thermal fluid-solid system encompasses a profound understanding of the fundamental physical
phenomena that appear in the nanofluid flow. In this idea, a number of simplifications and approaches are
considered, and the aim of this benchmark study is to shed some light in the most suitable CFD approach when
dealing with nanofluid flow.

Finally, different approaches were considered by different research groups with relevant experience in CFD
and are discussed accordingly and in connection with an experimental case that was chosen as a comparison. The
current benchmark study was projected to be an ample reference for investigators interested in dealing with the
numerical study of the nanofluids’ flow.

1. Introduction

By definition, a round robin test is an interlaboratory test (mea-
surement, analysis, or experiment) performed independently several
times. This can involve multiple independent scientists performing the
test, with the use of the same method in different equipment, or a
variety of methods and equipment. In reality, it is often a combination
of the two, for example, if a sample is analysed, or one (or more) of its
properties is measured by different laboratories using different
methods, or even just by different units of equipment of identical
construction.

Engineered suspensions of nanoparticles in fluids, acknowledged as
“nanofluids,” have created significant interest for their potential to
boost the convective heat transfer rate in most engineering systems,
while loweringthe problems of erosion, sedimentation and clogging

that were acknowledged for colloids or other fluid mixtures with solid
particles [1–12]. The idea of Round Robin tests is not new in the lit-
erature, and some tests related to nanofluids’ behaviour were also
performed, especially on thermal conductivity measurements [13,14].
On the other hand, according to Google Scholar, in 2018 there were
only about 9080 nanofluid-related publications in different journals,
including patents, and an increase is estimated in this area of research.
Besides, a lot of review papers on nanofluid heat transfer [1–8] have
been published, and even some books completely devoted to nanofluids
[9–12] are noticed in the archived databases.

Even if a lot of research is noticed in the nanofluids’ area, some
drawbacks were noticed, and this can delay their technology readiness
level increase [15–18]. One of these drawbacks is related to the actual
energy performance versus price for nanofluids, and Alirezaie et al.
[15] discussed the efficiency-price index over the few already studied
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nanofluids (i.e. four nanofluids based on water). They concluded that,
even though the properties are indicating a good energy efficiency, the
price does not justify the use of nanofluids for basic real life applica-
tions.

Another drawback is the insufficient discussion on the performance
analysis in real life test cases. Xu et al. [16] discuss the convective heat
transfer analytically for three main cases: Nanofluid in a plain tube,
base-fluid in a foam metal tube, and nanofluid in a metal-foam tube. It
was found that the Nusselt number first increases and then decreases
with an increase in nanoparticle concentration, while the Nusselt
number of the nanofluid in a metal-foam tube diminishes with an up-
surge in ratio of Brownian to thermophoretic diffusivities.

Forced convective heat transfer of nanofluids in a metal-foam duct
was investigated numerically by Xu et al. [17], and the main conclusion
was that the field synergy principle for pure fluid convection cannot
guide the analysis of the heat transfer enhancement for nanofluid in
metal foams. This observation requires modification of the existing field
synergy principle to be applicable to nanofluids. Moreover, nanofluid
heat transfer enhancement cannot balance the pressure drop increase.

Despite the overwhelming attention received by these new nano-
particles enhanced fluids, there are still some drawbacks in the nano-
fluids research, and one of them is related to their numerical approach
(see also references [3, 16–23]). The debate in the literature about
existing models and what is the most appropriate one remains tangible
[16–23]. A useful review was accomplished by Kamyar et al. [23]
which summarised a number of numerical studies achieved in nano-
fluids’ simulation, including conservative numerical methods, as well as
non-conventional approaches. They concluded that most of the results
were in tolerable agreement with the experimental outcomes, and
mathematical models’ changes might be necessary, such as using two-
phase models instead of single-phase models for nanofluids. Other
comprehensive studies on modelling and simulation of nanofluid flows
were published recently by Mahian et al. [24,25], who acknowledged
the gaps in the simulation approaches and discussed them in detail,
along with some recommendations for future research. The two ample
assessments [24,25] were submitted in two parts, first about the fun-
damentals and theory, and the second one revising the applications of
nanofluid flow.

Nomenclature

A pipe cross section, m2

cp specific heat capacity, J/kg K
d diameter of pipe, mm
DB Brownian diffusion coefficient m2/s
DT thermophoresis diffusion coefficient m2/s
g gravitational acceleration, m2/s
Gr Grashof number, -
jB mass flux due to Brownian diffusion, kg/m2s
jT mass flux due to thermophoresis diffusion, kg/m2s
k thermal conductivity, W/mK
kB Boltzmann constant: 1.3806× 10−23 J/K
n empirical shape factor, -
Nu Nusselt number, -
Pr Prandtl number, -
q specific heat flux, W/m2

Ra Rayleigh number, -
Re Reynolds number, -
S perimeter of the internal pipe section, m
T temperature, K
tin inlet bulk temperature, °C
tout outlet bulk temperature, °C
v velocity, m/s
x axial coordinate, m

Greek symbols

α heat transfer coefficient, W/m2 K
β thermal expansion coefficient, 1/K

ϕ volume fraction, vol%
μ dynamic viscosity, kg/m s
υ kinematic viscosity, m2/s
ρ density, kg/m3

ω mass fraction, wt%

Subscripts

0 refers to initial conditions
b bulk
bf base fluid
f fluid
i number of pipe subsection
nf nanofluid
np nanoparticle
w wall
q based on specific heat
s solid

Abbreviations

CFD Computational Fluid Dynamics
EPM Effective Properties Model
MM - hom Mixture Model with homogenous inlet particle dis-

tribution
MM - ihom Mixture Model with inhomogenous inlet particle dis-

tribution
UDF User Defined Function
PBM Population Balance Model
PSD Particles Sizes' Distribution

Fig. 1. A sketch of the test case.
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In this idea, these authors considered that a unified and systematic
approach will be of top interest for researchers in the area of
Nanofluids. Consequently, the objectives of this study are to conduct a
round robin test on numerical approaches of nanofluids, and compare
the numerical results with the experimental ones, as will be detailed in
the next section. Plus, a selection of different approaches will be used
by different research groups, while a comparison will be delivered on
the accuracy of each approach.

2. Nanoround methodology and validation basis

The nanoround project idea is a result of several working groups on
CFD (Computational Fluid Dynamics) applied to nanofluids, and at-
tempts in finding the best way to describe a nanofluid flow numerically.
Its validation relies on a sophisticated experimental study performed by
Colla et al. [26]. This particular work was chosen as a reference due to
its accurate measurements, as well as the multitude of checkpoints.

Briefly, in Fig. 1 is depicted a scheme of the experiment, where four
power/mass flux combinations were chosen. Placement of temperature
sensors is also depicted, and all dimensions are in mm. Therefore, pipe
length is 2m, pipe inner diameter is d=8mm, pipe outer diameter is
12 mm. The test cases are denoted: 100-6, 100-8, 200-5, 200-6, and
detailed information is given in Appendix A. There are nine heating
elements along the pipe surface with different heat flux. Temperature
was measured at eight locations. At each location four sensors were
installed, located at the top, bottom and at the two sides of the pipe.

2.1. Boundary conditions for test cases

The simulation domain is composed from a solid and fluid parts. The
solid part is the pipe, which is a copper cylinder of length 2m, inner
diameter 8mm, outer diameter 12mm. The fluid part is a cylinder of
length 2m and diameter 8mm. A developed flow with constant tem-
perature enters the test section. Heat flux along the length of the pipe
has been measured, and is used as a boundary condition. The results of
simulation are temperatures at 8 locations along the wall, which have
also been measured experimentally. The measured temperature is given
by the average of 4 sensors placed around the circumference of the pipe
(one on the top, one left, one right and one at the bottom).

Two domains should be simulated: A solid and a fluid domain. Heat
conduction in the solid pipe and nanofluid flow, and heat transport in
the fluid domain. Temperature differences in the fluid give rise to
buoyancy forces, which must also be taken into account.

Boundary conditions can be outlined as:

• momentum conservation in the fluid domain
▪ at the inlet: A developed velocity profile; prior simulation is ne-
cessary to estimate the profile and/or an analytical solution could
be used,

▪ at the wall: A no-slip boundary condition (flow velocity is zero)
▪ at the outlet: A constant static pressure is known. Can be chosen
arbitrarily, i.e. relative pressure is zero

• energy conservation in the fluid domain
▪ at the inlet: A constant temperature is known
▪ at the wall: Heat flux into the solid domain is conserved
▪ at the outlet: Not necessary, i.e. convective outflow boundary
condition is used

• energy conservation in the solid domain
▪ at the inlet: Zero heat flux
▪ at the wall: Heat flux into the solid domain is known from the
experimental data

▪ at the outlet: Zero heat flux

2.2. Properties of nanofluids: TiO2 - water

Colla et al. [26] used two concentrations of TiO2 – water nanofluid:

1.0 wt% and 2.5 wt%. for their experiment. The TiO2 water-based na-
nofluid was supplied by Sigma Aldrich at 35.0% by mass. Bi-distilled
water (Carlo Erba, CAS Nr 7732-18-5) was employed to dilute the
commercial nanofluid to obtain the desired concentrations of 1.0 wt%
and 2.5 wt%. Starting from the fluid at 35.0 wt% after 1 h sonication,
bi-distilled water was added in a weight amount, measured by an
analytical balance (Gibertini E42S 240 g FS), with an uncertainty
of± 0.002 g. Each composition was further sonicated for 1 h in order to
disperse the nanoparticles completely. Acetic acid was present as a
dispersant at 1.0–5.0 wt% of the whole suspension.

The nanofluid concentration was evaluated by measuring the den-
sity of the nanofluid at 20 °C by means of a glass vibrating tube den-
simeter (Anton Paar DMA 602), assuming a linear dependence of den-
sity on the volumetric fraction of nanoparticles [26]. Density of titania
is considered to be 3972 kg/m3.

Thermal conductivity (see the results in Table 2) was measured in a
temperature range between 10 °C and 60 °C, employing a TPS 2500 S
(Hot Disk®), an instrument based on the hot disk technique which can
measure thermal conductivity and thermal diffusivity of several mate-
rials [26].

2.2.1. Density
Nanofluid densities are 1005.0 kg/m3 and 1016.4 kg/m3 for 1.0 wt

% and 2.5 wt%, respectively. From that the actual TiO2, mass fractions
result to 1.06 wt% (0.27 vol%) and 2.54 wt% (0.65 vol%). All the fol-
lowing calculations were carried out employing these values. However,
for simplicity, the nanofluids were still characterised with 1.0 wt% and
2.5 wt%.

2.2.2. Viscosity
A rotational rheometer (AR-G2, TA Instruments) was used to de-

termine dynamic viscosity in a temperature range between 10 °C and
40 °C. All measurements were performed at constant temperature and
shear rates ranging from 80 s−1 to 1200 s−1, with a constant increment
of 124 s−1. Measurements were taken at a shear rate of 826 s−1. The
declared instrument uncertainty was 5.0% [26].

2.2.3. Specific heat
The nanofluid specific heat was measured by a Differential Scanning

Calorimeter (DSC).
For the nanofluid at 2.5 wt%, specific heat was measured at a

temperature of 31.8 °C and 71.8 °C. Experimental data were 4047.9 J/
(kg K) and 4096.7 J/(kg K), respectively. A comparison between these
results and the results from the average weight calculation confirm the
validity of this model. Deviations were lower than the instrument un-
certainty; therefore, heat capacity of 1.0 wt% nanofluid was calculated
with the classical equation:

= + −c ω c ω c( ) ( ) (1 )( )p nf p np p bf (1)

3. Nanofluid models

3.1. Model 1 – the effective properties model

The simplest model used to simulate the flow of a nanofluid is to
assume that the suspension of nanoparticles and fluid can be described
by effective material properties - viscosity, thermal conductivity, den-
sity and specific heat capacity. Nanofluid density is modelled using a
mixing rule based on the particle volume fraction φ. Let ρf be the base
fluid density, and let ρs. be the density of solid nanoparticles. With this,
the nanofluid density can be written as

= − +ρ φ ρ φρ(1 )nf f s (2)

The apparent viscosity of the nanofluid suspension μnf is different
from the base fluid viscosity μf, because of the inclusion of
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nanoparticles. Several approaches were proposed, aimed at estimating
nanofluid viscosity. In this work, the Brinkman [28] formula was
chosen, which is valid for (φ < 0.04), and it reads:

= − −
μ
μ

φ(1 )nf

f

2.5

(3)

Khanafer et al. [29] proposed a mixture model for nanofluid heat
capacity:

= − +ρc φ ρc φ ρc( ) (1 )( ) ( )p nf p f p s (4)

The same idea can be employed for thermal expansion coefficient:
(ρβ)nf=(1−φ)(ρβ)f+φ(ρβ)s. When the definition of ρnf is taken into
account, we can write:

=
⎡

⎣

⎢
⎢
⎢ +

+
+

⎤

⎦

⎥
⎥
⎥

−
−

β β
β
β

1

1

1
1nf f φ ρ

φρ

s

f
φ

φ
ρ
ρ

(1 )
1

f

s

s

f (5)

The Maxwell-Garnett formula [30] can be used to estimate the ef-
fective thermal conductivity of the nanofluid:

=
+ − −
+ + −

k k
k k φ k k
k k φ k k

2 2 ( )
2 ( )nf f

s f f s

s f f s (6)

This expression assumes that the particles are spherical, and it is
applicable for small temperature gradients.

3.2. Model 2 – the mixture model

The effective properties model assumes that the particle distribution
is uniform throughout the whole flow field regardless of the flow con-
ditions and temperature. This assumption is supported by the fact that
the particle Stokes number (the ratio of the particle response time scale
and the characteristic flow relaxation time scale) is very low. With a
very short response time a nanoparticle is able to follow the fluid ex-
actly, and due to the huge number of particles involved, the assumption
of effective properties seems reasonable. However, experimental studies
(Wen and Ding [31]) have shown that the single-phase effective prop-
erties model may not be always applicable. They found that the dis-
tribution of particles is non-uniform, and that the lower concentration
of particles close to the walls leads to lower heat transfer rates. One
possible reason for the fact that the particles do not follow the fluid
could be that there is a slip between the flow and the particle velocity.

Buongiorno [32] considered several mechanisms. The first me-
chanism is the Brownian diffusion, numerous collisions of nanoparticles
and the base fluid molecules in random-like motion. If we consider
nanoparticles as large fluid molecules with average kinetic energy ,k T

1
2 B

we can use the Stokes-Einstein equation for Brownian diffusivity

=D k T
πμd3

,B
B

p (7)

where the Boltzmann constant is denoted by kB. The resulting nano-
particle mass flux may be modelled using a Fickian gradient hypothesis
yielding

→
= − ∇j ρ D φB p B (8)

A nanoparticle also exhibits diffusion due to the temperature

Fig. 2. Section of the tube, illustrating the meshed areas.

Fig. 3. Comparison of streamwise (a) and spanwise (b) at x= 1.875m temperature and flow profiles obtained using three grids.

Fig. 4. Mesh for test case B and C.
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gradient in the fluid. This effect is called thermophoresis, and can be
modelled by the introduction of the thermophoretic nanoparticle mass
flux

→
= − ∇ =j ρ D T

T
D β

μ
ρ

φ, ,T p T T
f (9)

where β=0.26kf/(2kf+ kp) ([32]).
The mixture model considers the nanofluid to be a two-component

mixture of nanoparticles and the base fluid. We have identified two
diffusive mechanisms which govern the nanoparticle motion relative to

Fig. 5. Independence and validation of Test E: (a) Mesh independence test and (b) Validation test.

Fig. 6. Simulation setup and boundary conditions.

Fig. 7. Front view of o-grid mesh with shell conduction.

Fig. 8. Front view of o-grid mesh with meshed wall.

Fig. 9. Development of the temperature field along the length of the pipe.
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Fig. 10. Errors’ analysis.

Fig. 11. Temperature's variation in the cross-sections of the tube, case P=100W, mass flow rate= 6 g/s, gravity on (left) and gravity off (right).

Fig. 12. Streamlines, case P= 100W, mass flow rate= 6 g/s, gravity on (left) and gravity off (right).
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the flow velocity. We may use them to write the nanoparticle con-
centration transport equation. Realising that accumulation of nano-
particles in a control volume can be caused by convective or diffusive
transport, we can write the following transport equation

∂
∂

+ → ∇ = −∇
→

+
→φ

t
u φ j j( · ) ·( )B T (10)

Introducing Brownian (8) and thermophoretic (9) mass fluxes it
arrives at:

∂
∂

+ → ∇ = ∇ ⎛
⎝

∇ + ∇ ⎞
⎠

φ
t

u φ D φ D T
T

( · ) · B T (11)

The energy conservation equation for the nanofluid needs to be
adapted to include the added heat flux due to the changing particle
concentration:

⎛
⎝

∂
∂

+ → ∇ ⎞
⎠

= −∇ − ∇ +
→

+
→

+ ∇
→

+
→

ρc T
t

u T k T c T j j c T j j· ·( ( )) ·( ),p p B T p p B T,

(12)

where the heat capacity of the nanofluid is denoted by cp, cp, p is the
heat capacity of particles and k is the thermal conductivity. This sim-
plifies to

⎛
⎝

∂
∂

+ → ∇ ⎞
⎠

= ∇ ∇ −
→

+
→

∇ρc T
t

u T k T c j j T· ·( ) ( )· ,p p p B T, (13)

where we took ∇(cp, pT)= cp, p∇ T due to the assumption of thermal
equilibrium between the fluid and particles. Inserting the Brownian and
thermophoretic heat fluxes into the equation gives

⎛
⎝

∂
∂

+ → ∇ ⎞
⎠

= ∇ ∇ + ⎛
⎝

∇ ∇ + ∇ ∇ ⎞
⎠

ρc T
t

u T k T ρ c D φ T D T T
T

· ·( ) · · ,p p p p B T,

(14)

which is the final form of energy conservation equation.

4. Numerical tests’ validation

4.1. Tests details

The numerical approach was divided between different research
groups, as seen in Table 3.

For most of the natural-convection flows, faster convergence can be
obtained using the Boussinesq model, available in most of the com-
mercial CFD codes. This model treats density as a constant value in all
solved equations, except for the buoyancy term in the momentum
equation:

− ≃ − −ρ ρ ρ β T T( )g ( )g0 0 0 (15)

where ρ0 is the (constant) density of the fluid, T0 is the operating
temperature, and β is the thermal expansion coefficient.

The Boussinesq model can be used successfully for incompressible
flows, and in the cases where the density variation is driven by small
temperature variations (i.e.: < 10 °C at a given cross-section for water
based fluids). Nevertheless, as limitations, the Boussinesq model should
not be used if the temperature differences in the domain are large,
which is not the case, as can be seen clearly from Annex 1. In this
regard, the natural convection flow was approached using the
Boussinesq model for test cases A - E.

4.2. Mesh validation

Each group used its own mesh and validated for water flow in the
designed configuration.

4.2.1. Test A
We considered pure water simulations, effective properties model

(model 1) and mixture model (model 2) with homogenous and in-
homogeneous inlet boundary conditions. Three grid designs (Fig. 2)
were considered: Grid A: 3.6 million, grid B: 11 million and grid C: 16
million nodes. Flow profiles for the pure water case were compared
(Fig. 3), and since only small differences between grids were noticed, it
was decided that all simulation would be performed on the 11 million
nodes grid.

4.2.2. Test B and Test C mesh
Based on previous studies [33,34], the grid of the computational

domain was generated using a multi-block scheme with hexahedral
elements, as shown in the Figure below for the case of the fluid (water)
domain. The total number of generated cells was 1,368,000 for the fluid
domain and 304,000 for the solid domain.

4.2.3. Test D
To validate the numerical results, two sets of simulation were

Fig. 13. Effect of the mass flow rate on the temperature axial distributions of
water. Full symbols stand for wall temperature and empty symbols for bulk
temperature.

Fig. 14. Maps of temperature T at three axial positions: (a) z= 0.125m, (b) z= 1.125m and (c) z= 1.875m for W-100-6 case.
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considered, with and without the shell conduction within the pipe wall.
The W-200-6 case was used for the grid independency analysis. Five
structured grids were tested with 4, 6, 8, 17 and 53 million nodes,
which consisted of 5365, 7077, 7885, 9557 and 10,725 nodes in the
cross-section and 800, 920, 1100, 1820 and 5000 nodes along the axial
direction, respectively. A mesh refinement close to the pipe wall was
performed in order to capture the development of the boundary layer.
The mesh growth rate was fixed at 1.1 for all the tested grids. The mesh
was constructed under the Ansys ICEM. The prediction of the wall and
bulk temperatures for the case with shell conduction are compared in
Table 4.

From Table 4, a small difference of about 1% is obtained between
the thinnest (53 million nodes) and the coarsest (4 million nodes) grids,
whatever the axial positions. The numerical values are not in satisfac-
tory agreement with the experimental data, with discrepancies between
6% and 30% in terms of both wall and bulk temperatures. The main
conclusion is that mesh composed of 4 million nodes is sufficient to get
grid independent results.

The same grid independence study has also been confirmed for the
case without the shell conduction (results not shown here for the sake of
brevity) leading to a similar conclusion. Thus, the 6 million nodes mesh
grid, which offers the best overall compromise between accuracy and
computational efforts, will be used in all the simulations presented
hereafter. One will also see in the following sections that not accounting
for the shell conduction improves the numerical predictions con-
siderably.

4.2.4. Test E
The finite volume method was used to discretize the set of nonlinear

equations. The SIMPLE algorithm was employed for the pressure-velo-
city coupling. A second order scheme algorithm was used for the
pressure calculation, and a second order upwind scheme for energy and
momentum calculation. The residuals are, respectively, assumed equals
to 10−4 and 10−8 for continuity, momentum equation and energy
equation. The numerical grid is a set of quadrilateral cells, having a
small size near the boundary and a large size in the centre of the grid
near the axis.

In order to check the accuracy of the results, a grid independency
test was made with 3 different sizes: 1053024, 2,367,308, 5,875,231.
The different results are compared in Fig. 5. A grid with 2,367,308 cells
was chosen to perform the study, because the relative error is minor, of
1%, and therefore it represents the best compromise between the
computational costs and accuracy. This numerical grid was also com-
pared with the experimental results in terms of Wall temperature for the
case of 100–6 (100W of thermal power with 6 g/s of mass flow rate).
The mean deviation from experimental results is 0.5% and it is shown
in Fig. 5b.

4.2.5. Test F
The mesh of the present pipe geometry was built with the ANSYS

ICEM 18.2. An o-grid seen in Fig. 6 was created, and refined gradually
in every spatial direction. The refinement through the boundary layer
was set to 5%. Four different cases were tested to achieve a very slight
deviation between the experiments and the CFD simulations:

Fig. 15. Comparison with water in terms of bulk temperature for different cases: (a) 100-6, (b) 100-8, (c) 200-5 and (d) 200-6.
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• with shell conduction / without run-out.

• with shell conduction / with run-out.

• with meshed wall / without run-out.

• with meshed wall/ with run-out.

The first differentiation between the different cases is the addition
of a run-out as shown in Fig. 6. At this point, a pipe section with a
length of 375mm was added at the end of the heating zone.

Secondly, there, we distinguished between shell conduction and
meshed wall. For the use of shell conduction only the volume of the
fluid must be meshed. This leads to a single o-grid, as seen at Fig. 7.

The other case, where the copper wall is meshed separately in ICEM,
is shown in Fig. 8. The refinement through the boundary layers between
fluid and wall was also set to 5%.

Because of difficulties in matching the experimental data, different
geometric designs were tested, and also a different set of equations for

Fig. 16. Comparison with water in terms of h number for different cases: (a) 100-6, (b) 100-8, (c) 200-5 and (d) 200-6.

Fig. 17. Comparison of the simulation and experimental wall temperatures by Q=100W.
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the material properties, which reproduced the tabulated data in [35]
with a better precision. For both sets of material properties the data
could not be matched any better through the addition of a run-out, or
through meshing the wall manually. The simplest geometric model will
suffice for further simulations. As a conclusion, the second set of ma-
terial properties led to a much better matching of experiment and si-
mulation.

4.3. Model validation for each numerical test

The model validation was accomplished by preliminary simulations
on water flow in a validated mesh. The water thermophysical proper-
ties’ approach for each numerical test are detailed in Tables 5–8
[12,27,35–39].

The numerical model validation was achieved after comparing data

Fig. 18. Comparison of the simulation and experimental wall temperatures by Q=200W.

Fig. 19. Temperature profiles along the wall of the pipe: Comparison of the mixture nanofluid model and experiment is shown: a. For 1% TiO2; b. For 2.5% TiO2.

Fig. 20. Nanoparticle mass fraction at three cross-sections along the pipe. Top
row: Case 1, bottom row: Case 2.

Fig. 21. Nanofluid thermal conductivity at three cross-sections along the pipe.
Top row: Case 1, bottom row: Case 2.
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Fig. 22. Comparison of single phase and mixture nanofluid models: a. For 1% TiO2; b. For 2.5% TiO2.

Fig. 23. Results for 1% titania nanofluid.

Fig. 24. Results for 2.5% titania nanofluid.
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for water with the experimental results performed by Colla et al. [26].
Results are depicted in Table 9, for test case 100–8, as defined in Ap-
pendix A.

5. Results and discussion on water flow

Results for each test case will be discussed separately in this section.

5.1. Test A

In the following we provide an analysis for the 200W, 6 g/s test
case. Looking at the temperature field in Fig. 9, we observe the devel-
opment of a vertical temperature gradient, which is caused by natural
convection. As the cold fluid enters the heated pipe, it is warmed at the
walls and, due to density differences, natural convection develops in the
form of two counter rotating vortices stretching along the pipe.

5.2. Test B

Test B considered the water flow in laminar regime inside the me-
shed pipe model presented earlier in Fig. 4. The set-up of the numerical
model was outlined in Table 3, and tests were conducted for two major
situations: With and without shell conduction.

The error between the measured and simulated temperature is de-
fined as:

Fig. 25. Effect of nanoparticle concentration on the temperature axial dis-
tributions for Case 200-6.

Fig. 26. Comparison in terms of wall temperature for different cases: a. Case 100-6; b. Case 100-8; c. Case 200-5 and d. Case 200-6 for 1% titania nanofluid.
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Thus, the case with no shell conduction was chosen for further si-
mulations. Fig. 10 depicts the error obtained for no-shell conduction
cases for all the performed tests. One can notice that the numerical
results are constantly under-predicting the experimental ones, with a
maximum error of 5%. The error was decreasing through the pipe exit
and for higher heat flux. Nevertheless, all the test B results for water

were validated against the experimental values.

5.3. Test C

The results concerning the temperature variation along the tube,
without gravity and with gravity, are shown in Table 9. Also, Figs. 11
and 12 depict the variation of the temperature in several cross-sections
of the tube and the aspect of streamlines for both cases studied, with
buoyancy effect (left) and without it (right). The maximum deviations

Fig. 27. Comparison in terms of wall temperature for different cases: a. Case 100-6; b. Case 100-8; c. Case 200-5 and d. Case 200-6 for 2.5% titania nanofluid.

Fig. 28. Single phase simulation results of the 1% nanofluid (case: 200-6).
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of the CFD results were 0.5% for the cases with gravity and 7% for the
simulations without gravity, which show that heat transfer in laminar
flow is influenced significantly by mass forces.

As stated by Colla et al. [26], Fig. 12 reveals that mixed convection
occurs, which leads to a swirling flow, and, finally, to an increased heat
transfer.

5.4. Test D

In order to quantify the effect of the mass flow rate on the heat
transfer performance of water, the axial distribution for both wall and
bulk temperatures at P= 100W and m

•
=6 and 8 g/s are plotted in

Fig. 13. Both temperatures increased from inlet to outlet of the pipe.
One can observe that the difference between wall and bulk tempera-
tures at m

•
=8 g/s is slightly smaller than that for m

•
=6 g/s. This in-

dicates that the heat transfer coefficient increases with the increase of
the mass flow rate.

Fig. 14 displays the water temperature contours at three axial po-
sitions: z= 0.125m, z= 1.125m and z= 1.875m for P=100W and
m

•
=6 g/s. When the fluid moves further downstream, the circumfer-

ential wall temperature appears to be distributed non-uniformly in the

tangential direction, with a maximum temperature at the top of the
tube. The warm fluid rises up to the upper half of the tube due to the
buoyancy force inducing a stratification of the fluid temperature [40].
Note that the same behaviour is observed for the three other cases.

5.5. Test E

The results for water flow are in terms of bulk temperature and heat
transfer coefficient for the 4 cases illustrated in Annex 1.

The bulk temperature was calculated as:

∫

∫
=T

c ρvTdA

c ρvdAbulk
A

p

A
p

(33)

where A is the cross-section of the pipe, ρ is the density of the fluid, v
the axial velocity and T the local temperature. Results are presented in
Figs. 15 and 16.

Fig. 29. Single phase simulation results for the 2.5% nanofluid (case: 200-6).

Fig. 30. Results for case 100-6 for 1% titania – water nanofluid.
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5.6. Test F

The first set of water simulation results and its convergence study
showed noticeable deviation from the experimental values. Therefore,
the material properties were analysed for their precision and reprodu-
cibility, as shown in the last section. These revised material properties
yielded better results, and were implemented for further simulations.
The negligible difference in the temperature values of different cases
(meshed wall, no meshed wall, run-out, no run-out) infers that the
simplest solution (no meshed wall, no run-out) is adequate to replicate
the experimental values, and can be applied for further simulations.

The water simulation results with different boundary conditions are
shown in this section. Four simulations were run with the power input
and inlet velocity as the only manipulative variables in every simula-
tion case. All other factors were kept constant. The simulation results in
comparison with the experimental values are illustrated in Figs. 17 and
18.

Based on Fig. 17, it can be observed that, in both simulation cases,

the experimental values could be reproduced with minimal deviations,
with the highest temperature deviation of 0.13 K. The simulation results
for Q=200W in Fig. 18 also exhibit the same behavior, and the
maximum temperature deviations were computed at 0.24 K.

Overall, it can be concluded that the 3D simulation approach was
successful in reproducing the experimental values with minimal dif-
ferences.

6. Results and discussion on nanofluid flow

The results for this benchmark study will be discussed for each test
case worked by every research group.

6.1. Test A

We continue our analysis for the 200–6 test case using the mixture
nanofluid model. When employing the mixture model, one needs an
additional boundary condition, namely the particle concentration

Fig. 31. Results for case 100-8 for 1% titania – water nanofluid.

Fig. 32. Results for case 200-5 for 1% titania – water nanofluid.

A.A. Minea, et al. International Communications in Heat and Mass Transfer 108 (2019) 104292

15



distribution at the inlet of the pipe. We considered two cases, a
homogenous inlet distribution (Case 1), and an inhomogeneous one,
with a higher concentration of particles in the lower portion of the pipe
(Case 2). Looking at the results of simulations, it can be noticed that
homogenous particle concentration inlet yields results which are si-
milar to the single phase model. This is due to the fact that the pipe is
relatively short, and the effect of Brownian diffusion and thermophor-
esis are unable to produce large nanoparticle concentration differences,
and, thus, results remain similar to the single-phase model. However, in
Case 2, where the concentration of particles features a gradient at the
entrance of the pipe, the results differ quite strongly.

In Fig. 19 we compare simulated temperature profiles along the wall
of the pipe with experimental values. A good agreement with experi-
mental results in the inhomogeneous inlet case was observed, while
results are poor in the homogenous inlet case.

In Figs. 20 and 21 we show the contours of nanoparticle mass
fraction and resulting nanofluid thermal conductivity at three cross-

sections across the pipe. In Case 1, only small mass fraction and thermal
conductivity variations can be seen across the pipe. There is simply not
enough flow travel time through the pipe for the natural convection,
thermophoresis and Brownian motion to generate a particle con-
centration gradient. This small variation results in the results of the
Case 1 mixture model being very similar to the results of the single-
phase model. In Case 2, it can be seen that the particle mass fraction
(and, subsequently, the nanofluid properties), are changed significantly
in the region along the walls of the pipe. The higher the concentration
of nanoparticles is close to the walls, results in higher thermal con-
ductivity and, finally, a higher temperature of the wall, which corre-
sponds well to the experimental observations.

Finally, Fig. 22 compares wall temperature profiles with experi-
ments for all developed models, and a good agreement was noticed with
the mixture model with inhomogeneous inlet particle concentration,
and poor agreement for the single phase and mixture models with
homogenous inlet particle concentration.

6.2. Test B

In regard to Case B, the first important step in simulating the na-
nofluids flow was to consider the thermophysical properties appro-
priately. Some of these properties were determined determined ex-
perimentally by Cola et al. [26] at different temperatures. The
procedure followed by Case B was to introduce these properties as a
piecewise linear variation, since all thermophysical properties of any
material usually have a linear modification over temperature. So, data
from Tables 1 and 2 were introduced into the Ansys Fluent database.
For the specific heat and density of the nanofluids both experimental
and theoretical data were considered, as also were the suggestions from
Colla et al. [26].

Figs. 23 and 24 depicts the data obtained from simulation in com-
parison with experimental data from Appendix A. It can be noticed that
the errors in comparison with water flow are relatively high, but less
than an acceptable error of 10%. Errors might appear from measure-
ments of the thermophysical properties and their accuracy. Plus, the
densities and specific heat of the nanofluids were not determined ac-
curately experimentally for each nanofluid, and this might also in-
troduce errors in the numerical approach.

As an overall comment, test B results are under-predicting the ex-
perimental determined temperatures constantly, with a maximum de-
viation of 9% at the exit, and this may lead to an increased heat transfer

Fig. 33. Results for case 200-6 for 1% titania – water nanofluid.

Table 1
Thermal conductivity measurements [26,27].

Temperature, °C Measured thermal conductivity, W/mK

Base fluid,
[25]

Nanofluid with 1%wt.
titania

Nanofluid with 2.5%wt.
titania

10.3 0.581 0.570 ± 0.029 0.583 ± 0.029
20.4 0.599 0.598 ± 0.030 0.589 ± 0.029
30.5 0.616 0.619 ± 0.031 0.628 ± 0.031
40.5 0.631 0.641 ± 0.032 0.639 ± 0.032
50.5 0.644 0.667 ± 0.033 0.667 ± 0.033
60.3 0.655 0.698 ± 0.035 0.705 ± 0.035

Table 2
Viscosity measurements [26,27].

Temperature, °C Measured viscosity, Pa s

Base fluid,
[27]

Nanofluid with 1%
wt. titania

Nanofluid with 2.5%
wt. titania

10.0 0.001320 0.001306 0.001375
20.0 0.001023 0.001002 0.001025
30.0 0.000793 0.000797 0.000792
40.0 0.000645 0.000653 0.000661

A.A. Minea, et al. International Communications in Heat and Mass Transfer 108 (2019) 104292

16



coefficient evaluated by numerical analysis in comparison with the
experimental approach.

6.3. Test C

Similar simulations as were shown previously for Case C were
performed for cases when nanofluid was considered, which was mod-
elled as a single phase fluid using the properties shown in Tables 1 and
2. Based on the simulation concerning the base fluid, the gravity (see
Table 9) depicts the average temperature along the tube for each stu-
died case. As a conclusion, CFD results are lower than the experimental
ones, maximum relative deviation being smaller than 7%, in the case of
Ti 1%, P=100W and mass flow rate of 8 g/s.

6.4. Test D

The nanofluid flow was simulated by using the mixture model that
treats the nanofluid as a single-phase fluid consisting of two strongly
coupled phases. It solves the conservative equations of mass, mo-
mentum and energy for the mixture. However, each phase may have its
own velocity. The thermophysical properties of the mixture are de-
duced from the weighted functions, depending on the properties of the
two phases, weighted by their respective phase volume fractions. The
model also accounts for the drag produced by the nanoparticles. The
governing equations of the mixture model can be found in Buck et al.
[41] and Song et al. [42]. The physical properties of water are con-
sidered to be temperature-dependent (Table 6), while those of the TiO2

nanoparticles are kept constant.
Fig. 25 illustrates the axial distribution of both wall and bulk tem-

perature for three nanoparticle concentrations at P=200W and
m

•
=6 g/s. For this concentration range, adding nanoparticles to the

base fluid decreased the temperature difference slightly between the
heated wall and the bulk fluid, resulting in a better heat transfer. For
instance, at φ=2.5 wt%, the average difference between the wall and
the bulk temperatures decreased by about 6.2% compared to the base
fluid. Similar results are found for the other considered heat fluxes and
mass flow rates, but, only the 200–6 case is discussed for the sake of
brevity.

Adding nanoparticles to a base fluid not only enhances the transport
properties of the mixture, but may also raise other phenomena, such as
agglomeration, coagulation and sedimentation. Therefore, the stabilityTa
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Wall and bulk temperatures obtained by the present numerical model for test
case W-200-6. Comparisons between the experimental results and the numer-
ical model with shell conduction for mesh grids.

x/D Location Experimental
values for
temperatures,
0C

Relative error between the simulations and
the experimental results (%) for the 5 mesh
grids (in million nodes)

4 6 8 17 53

15.625 Wall 26.70 16.25 16.12 16.04 15.88 14.79
Bulk 20.86 6.96 6.89 6.83 6.76 6.16

46.875 Wall 28.97 17 17.05 17.06 17.01 16.91
Bulk 21.87 13.55 13.52 13.54 13.5 13.34

78.125 Wall 29.66 19.16 19.19 19.18 19.17 19.07
Bulk 22.96 16.23 16.24 16.15 16.17 16.06

109.375 Wall 30.39 20.93 20.95 20.95 20.95 20.98
Bulk 24.01 18.79 18.69 18.69 18.74 18.66

140.625 Wall 31.19 22.81 22.82 22.81 22.82 22.88
Bulk 25.01 21.99 21.39 21.34 21.42 21.42

171.875 Wall 31.88 25.65 25.64 25.63 25.63 25.74
Bulk 25.98 24.38 24.36 24.34 24.29 24.4

203.125 Wall 32.89 27.38 27.36 27.35 27.35 27.49
Bulk 26.99 27.06 27.02 27.03 26.9 27.06

234.375 Wall 33.86 29.24 29.21 29.21 29.2 29.81
Bulk 28.00 29.52 29.44 29.31 29.47 29.58
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of nanofluids is a major problem, hindering their shelf life and their
industrial applications. In recent decades, a significant amount of ex-
perimental studies have been conducted to evaluate the nanoparticles’
agglomeration, dispersion and stability behaviour [43–45].

In the present case, the agglomeration phenomenon of nanoparticles
was analysed numerically by evaluating the nanoparticle size and vo-
lume fraction distribution. To this end, a number density function was
introduced to account for the nanoparticle distributions. The governing
equation which describes the evolution of particle size distribution, in
general, is called a population balance equation, and it is given as
follows [45]:

∂
∂

+ ∂
∂

= + +n t x
t

G t x n t x
x

A t x N t x B t x( , ) [ ( , ) ( , )] ( , ) ( , ) ( , )agg nuc break

(34)

where n(t,x), G(t,x), Aagg(t,x), Nunuc (t,x) and Bbreak(t,x) are the number
density, the growth term, the aggregation reaction term, the nucleation
term and the breakage term, respectively.

This concept is referred to in general as the Population Balance
Model, PBM, and it is based on the assumption that the particles of size
x born (formed) when particles of sizes xi and xj aggregate, as well as
the particles xi and xj die (vanish) via the volume balance, x is a
function of xi and xj. The discrete phase model is used to model the
TiO2 agglomeration. The latter is based on representing directly the
continuous Particles’ Sizes Distribution (PSD) in terms of a set of dis-
crete size classes or bins. The nanoparticles aggregate as a result of
different acting forces, such as particle-particle interaction, diffusion
force, thermophoresis and Brownian force. The random collision due to
Brownian motion, in general, should not be avoided, especially in dis-
persed nanoparticles. Therefore, the free molecular aggregation Kernel
model was used, where the frequency of nanoparticles’ collision is size
dependent, and it is defined as follow:

=
+

β x x k T
μ

x x
x x

( , ) 2
3

( )
i j

B i j

i j

2

(35)

where kB, T and μ are the Boltzmann constant, the absolute temperature
and the host fluid viscosity, respectively. This frequency collision is also
known as the Brownian kernel, or the perikinetic kernel.

In order to evaluate the effect of nanoparticle aggregation on the
heat transfer rate, the average Nusselt number was calculated for
Q=200W and m

•
=6 g/s. Two nanofluid concentrations were tested

for both cases: With and without the Population Balance Model (PBM),
as illustrated in Table 10. The latter shows clearly that, with these
particular operating conditions, the agglomeration process has no effect
on the thermal field throughout the domain.

6.5. Test E

The inlet region was not considered, and the velocity function was
developed dynamically while the temperature was developing. The
results are expressed in terms of wall temperature for different cases. In
particular, for the nanofluid at 1%, the results are in Fig. 26.

The maximum deviation between the numerical model and the ex-
perimental data is about 5%.

For the nanofluid at 2.5% the results in terms of wall temperature
are illustrated in Fig. 27 and the maximum deviation is about 5%.

More comparisons were carried out in terms of bulk temperature,
heat transfer coefficient and Nusselt number for both nanofluids, and
agreement was noticed.

6.6. Test F

The results from the single phase nanofluid simulations with dif-
ferent boundary conditions and their analysis are discussed in this
section. The applied boundary conditions varied in terms of the power

Ta
bl
e
5

W
at
er

th
er
m
op

hy
si
ca
l
pr
op

er
ti
es

us
ed

fo
r
Te

st
s
A
,B

an
d
C
[3
6]
.

Pr
op

er
ty
/e
qu

at
io
n

Eq
.n

o.

=
−

+
−

+
+

−
−

ρ
D

en
si

ty
[k

g/
m

]:
(T

)
1.

31
83

90
28

58
3·

10
·T

4.
14

15
69

13
20

87
9·

10
·T

0.
00

00
62

74
65

52
47

29
58

7·
T

0.
00

81
24

57
26

05
48

17
2·

T
0.

05
54

06
81

16
72

01
46

·T
99

9.
90

83
71

95
73

6
3

9
5

7
4

3
2

(1
6)

=
−

+
−

+
+

+

−

−Th
er

m
al

 c
on

du
ct

iv
ity

[W
/m

K
]:

k(
T)

0.
00

00
00

00
00

07
43

54
37

9·
T

2.
43

71
76

35
74

3·
10

·T
0.

00
00

00
28

89
96

76
10

56
7·

T
5.

15
30

94
71

09
69

03
·1

0
·T

0.
00

18
52

67
13

12
76

28
4·

T
0.

56
12

93
06

00
17

58
4

5

9
4

3

6
2

(1
7)

=
−

+
−

+
−

+

−
Sp

ec
ifi

c 
he

at
at

co
ns

ta
nt

 p
re

ss
ur

e
[J

/k
gK

]:
c

(T
)

4.
08

85
50

65
35

91
·1

0
·T

0.
00

00
11

71
46

19
21

95
60

5·
T

0.
00

13
77

12
09

56
36

28
9·

T
0.

09
02

71
19

20
14

82
49

·T
2.

99
50

08
32

26
02

19
·T

42
17

.1
14

88
98

24
32

p
8

5

4
3

2

(1
8)

V
is
co

si
ty

[P
as
]:

μ(
T)

=
2.
41

4
·1

0−
5
×

10
2
4
7
.8
/(
T
+
1
3
3
.1
5
)

(1
9)

A.A. Minea, et al. International Communications in Heat and Mass Transfer 108 (2019) 104292

18



input, Q and inlet velocity. Eight simulation cases were conducted with
two different weight percentages of nanoparticles (1.0% and 2.5%). As
an example for the general results, two single phase nanofluid simula-
tions (case 200-6, 1.0% and 2.5%) are illustrated and analysed in this
section. The simulation results were compared to the experimental
nanofluid results and the validated water simulation results.

The results for the simulations with 1.0% are shown in Fig. 28.
The simulated wall temperatures of the nanofluid are very close to

Table 6
Water thermophysical properties used for Test D [12,37–39].

Property/equation Eq. no.

Density (kg/m3) [37]:

= − + − +
− +

− − −ρ (T) 2.0546·10 ·T 4.0505·10 ·T 3.1285··10 T 0.11576·T
20.674·T 2446

10 5 7 4 4 3 2
(20)

Specific Heat (J/kg K) [12]:

= −
+ −

+ − +

−c (T) 4.088550653591·10 ·T
0.0000117146192195605·T 0.00137712095636289·T

0.0902711920148249·T 2.99500832260219·T 4217.11488982432

p 8 5

4 3

2

(21)

Thermal Conductivity (W/m K) [39]:
k(T)=−0.98249 10−5 · T2+ 7.535211 · 10−3 · T – 0.76761

(22)

Dynamic viscosity (Pa s) [38]:

= −( )μ T A( ) 10
B

T C , where A=2.414 10−5, B= 247.8 and C=140

(23)

Table 7
Water thermophysical properties used for Test E [27].

Property/equation Eq. no.

Density (kg/m3):
ρ=5.210 ⋅ 103+ 0.8900 ⋅ 102T− 5.136 ⋅ 10−1T2+ 1.499 ⋅ 10−3T3− 2.215 ⋅ 10−6T4+ 1.318 ⋅ 10−9T5

(24)

Specific Heat (J/kg K):cp=1.672 ⋅ 105− 2.453 ⋅ 103T+1.479 ⋅ 102T2− 4.468 ⋅ 10−2T3+ 6.755 ⋅ 10−5T4− 4.088 ⋅ 10−8T5 (25)
Thermal Conductivity (W/m K):

k= − 1.13+ 9.71 ⋅ 103T− 1.31 ⋅ 10−5T2
(26)

Dynamic viscosity (Pa s):
μ=7.57 ⋅ 10−2− 6.37 ⋅ 10−4T+1.80 ⋅ 10−6T2− 1.73 ⋅ 10−9T3

(27)

The thermal conductivity of copper is considered constant, and it is: kCu= 401W/mK

Table 8
Water thermophysical properties used for Test F [35].

Property/equation Eq. no.

Density (kg/m3):
ρ(T)=A+ BT+ CT2+DT3+ ET4, where A=− 413.15683, B=13.27245, C=−0.040578, D=0.000040, E=−2.27018×10−17

(28)

Specific Heat (J/kg K):
cp(T)=A+ BT+ CT2+DT3+ ET4, where A=6108.94345, B=−12.42600, C= 0.02000, D=−5.540012×10−17, E= 6.25929269271×10−20

(29)

Thermal Conductivity (W/m K):
k(T)=A+ BT+ CT2+DT3+ ET4, where A=− 0.743567, B= 0.007513, C=− 9.999999×10−6, D=−8.6331959×10−18, E=7.301424×10−21

(30)

Dynamic viscosity (Pa s):
μ(T)=A+ BT+ CT2+DT3+ ET4, where A=1.055787, B=− 0.0132897, C= 0.00006309, D=− 1.33730666×10−7, E=−1.066666×10−10

(31)

The thermal conductivity of copper was modelled as a linear relationship between the following data points: kCu= 401W/mK at 0 °C and kCu= 385W/mK at 100 °C.

Table 9
Model validation.

Position on the tube, as defined in
Fig. 1

Experimen-tal values,
°C

Error between simulation and experimental results, %

Point Distance, mm Test A Test B without
shell

Test B with
shell

Test C without
gravity

Test C with
gravity

Test D Test E Test F

P1 0.125 23.04 0.08 −4.04 −4.08 0.04 0.04 −3.42 2.89 0.40
P2 0.375 24.45 −0.19 −3.56 −3.59 −0.25 −0.05 −3.44 1.09 0.16
P3 0.625 25.08 0.16 −2.84 −2.92 0.17 1.17 −2.95 0.75 0.52
P4 0.875 25.47 0.13 −2.57 −2.80 0.11 2.50 −2.81 0.50 0.50
P5 1.125 25.79 −0.07 −2.58 −2.96 −0.08 3.68 −2.77 0.33 0.28
P6 1.375 26.04 −0.05 −2.42 −2.92 −0.08 4.88 −2.55 0.44 0.29
P7 1.625 26.43 −0.50 −2.75 −3.34 −0.52 5.31 −2.84 0.09 −0.16
P8 1.875 26.76 −0.66 −2.85 −3.47 −0.66 5.84 −2.86 −2.93 −0.32

Table 10
Averaged Nusselt number for two nanoparticle concentrations: 2.5%wt. and 4%
wt. with and without PBM.

Without PBM With PBM

2.5% wt. 7.87 7.9
4% wt. 8.1 8.12
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those of the water simulations, and a significant deviation can be ob-
served from the experimental measured values of the nanofluids. The
mean deviation between simulated and experimental values for the
nanofluids is 1.8 K and the maximum 2.2 K. The temperature difference
rises slightly up to measuring point 4, and then remains almost constant
with a fluctuation of 0.1 K. The comparison between the water simu-
lations and those of the nanofluids shows a mean deviation of 0.095 K
and the maximum 0.175 K. The temperature difference increased
slightly with increasing run length.

The results for the simulation with 2.5% are shown in Fig. 29.
The simulations with 2.5% show the same qualitative behaviour as

with 1.0%. The average temperature difference between water simu-
lations and single phase nanofluid simulations is 0.135 °C and, thus,
slightly higher than at 1.0%. A comparison of the results between si-
mulated and experimental values for the nanofluid shows that the mean
deviation of 1.41 K is slightly below the values for 1.0%.

Overall, in all tested cases, the single phase simulations of the na-
nofluids have converged, but could not reproduce the experimental
data. Rather, the results show that there is a high qualitative and
quantitative similarity to the validated water simulations. The experi-
mental results for the nanofluids show a reduction of the heat transfer
between wall and fluid compared to the water experimental results [26]
and single phase nanofluid simulations. Interactions between nano-
particles and fluid, e.g. Brownian molecular motion and thermophoretic
forces, seem to have been the main drivers for this behaviour [29].
These effects cannot be demonstrated in single phase simulations and,
therefore, support this thesis. The small deviations between simulated
values for the nanofluid and water are due to the slightly changed
material data for the nanofluid. In summary, the results show that two-
phase simulations are probably necessary to reproduce the experi-
mental results.

7. Overall results

This section is dedicated to the overall results in terms of accuracy
of the numerical approach in comparison with the experimental results.
Despite each test case individual description and assumptions, the re-
sults are presented in Figs. 30–33 for the nanofluid with 1%wt. TiO2.

As one can see from the overall results, the model used for Case A
and the mixture model with inhomogeneous inlet particle distribution
get the best prediction, while the worst one was attained by Test D.
Nevertheless, from the error calculus, it can get an error of 5–7% of Test

D if compared with the experimental outcomes.
Similar results were obtained for the 2.5% TiO2 nanofluid, where

the maximum error was 9% for Tests B and D, performed for case 100-8.
The error upsurge was noticed when the heating flux was increasing.

8. Conclusion

An international nanofluid Round Robin exercise was conducted by
6 research groups participating from around the world. The aim of this
benchmark study was to compare different approaches in numerical
simulation while comparing the results with a very meticulous experi-
mental study.

The key outcomes of this study are as follows:

1. The numerical approach using computational fluid dynamics ap-
proach is a very good tool to predict nanofluids’ behavior at heat
transfer, as well as the convection efficiency.

2. Data from all research groups are in the range of maximum −9%
deviation from the experimental tests.

3. Most of the simulated temperatures are underpredicting the ex-
perimental results, thus, are slightly overpredicting the heat transfer
efficiency.

4. Gravity has to be considered in all numerical approaches.
5. Some systematic differences were noticed when using the single

phase approach, while the differences are in an acceptable interval,
so the single phase approach can give reliable results only if the
experimental thermophysical properties are considered.

In most engineering problems with complex physics and/or complex
geometry, we would highly support the conclusion that a model is a
good approach when the solution is going to a<10% deviation, which
would lead to the consequence that the single phase model would
suffice. But, in this very simple geometry of a long straight pipe, a
deviation of not> 3–5% would rather be reasonably expected.
Consequently, the multiphase model can give the most trustable results
when dealing with nanofluids’ flow.

Acknowledgments

The authors would like to acknowledge that this research was
possible with the support of the COST action CA 15119: Nanouptake –
Overcoming Barriers to Nanofluids Market Uptake.

Appendix A. Detailed information about the proposed test cases

Test case 100-6 (P=100W, mass flow rate=6 g/s)

Power [W]
0–1 1–2 2–3 3–4 4–5 5–6 6–7 7–8 8–9
6.322319 12.59909 12.579664 12.5910782 12.5030178 12.4486542 12.4342468 12.3888954 6.1899286
Water
Tin [oC] 20.3094509714286
Tout [oC] 24.3868722

Mass flow rate ⎡
⎣

⎤
⎦

kg
s

0.00597685714285714

Average velocity ⎡⎣ ⎤⎦
m
s

0.119

Measured wall temperature [oC]
P1 P2 P3 P4 P5 P6 P7 P8
23.3597 24.8623 25.4266 25.8084 26.1796 26.5495 27.0787 27.5752
Water-TiO2 1%
Tin [oC] 20.66323924
Tout [oC] 24.51104252

Mass flow rate ⎡
⎣

⎤
⎦

kg
s

0.0063018

Average velocity ⎡⎣ ⎤⎦
m
s

0.124674714154704

Measured wall temperature [oC]
P1 P2 P3 P4 P5 P6 P7 P8
23.6449 25.2503 26.1239 26.7715 27.3161 27.7386 28.3222 28.8308
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Water TiO2 2.5%
Tin [oC] 20.43895212
Tout [oC] 24.43862664

Mass flow rate ⎡
⎣

⎤
⎦

kg
s

0.00611704

Average velocity ⎡⎣ ⎤⎦
m
s

0.119659774802486

Measured wall temperature [oC]
P1 P2 P3 P4 P5 P6 P7 P8
23.5207 25.0956 25.7299 26.2127 26.6572 26.9448 27.4851 27.9988

Test case 100-8 (P= 100W, mass flow rate= 8 g/s)

Power [W]
0–1 1–2 2–3 3–4 4–5 5–6 6–7 7–8 8–9
6.322319 12.59909 12.579664 12.591078 12.5030178 12.448654 12.434246 12.388895 6.1899286
Water
Tin [oC] 20.3284088285714
Tout [oC] 23.3899367428571

Mass flow rate ⎡
⎣

⎤
⎦

kg
s

0.00803194285714286

Average velocity ⎡⎣ ⎤⎦
m
s

0.16

Measured wall temperature [oC]
P1 P2 P3 P4 P5 P6 P7 P8
23.0410 24.4518 25.0778 25.4731 25.7917 26.0398 26.4263 26.7564
Water-TiO2 1%
Tin [oC] 21.05614052
Tout [oC] 23.9895748

Mass flow rate ⎡
⎣

⎤
⎦

kg
s

0.00832096

Average velocity ⎡⎣ ⎤⎦
m
s

0.164619302918156

Measured wall temperature [oC]
P1 P2 P3 P4 P5 P6 P7 P8
24.0600 25.5663 26.3458 26.9199 27.4113 27.7697 28.2657 28.6501
Water TiO2 2.5%
Tin [oC] 20.96067984
Tout [oC] 23.88210684

Mass flow rate ⎡
⎣

⎤
⎦

kg
s

0.00828512

Average velocity ⎡⎣ ⎤⎦
m
s

0.162070494082999

Measured wall temperature [oC]
P1 P2 P3 P4 P5 P6 P7 P8
23.7281 25.1942 25.9971 26.6499 27.1888 27.4644 27.8676 28.2351

Test case 200-5 (P= 200W, mass flow rate= 5 g/s)

Power [W]
0–1 1–2 2–3 3–4 4–5 5–6 6–7 7–8 8–9
12.645252 25.199415 25.157642 25.183376 25.007246 24.898513 24.869698 24.77899 12.380457
Water
Tin [oC] 20.4072873142857
Tout [oC] 30.3567075714286

Mass flow rate ⎡
⎣

⎤
⎦

kg
s

0.00481022857142857

Average velocity ⎡⎣ ⎤⎦
m
s

0.096

Measured wall temperature [oC]
P1 P2 P3 P4 P5 P6 P7 P8
26.9659 29.1789 29.9926 30.9231 31.9541 32.9771 34.2216 35.4678
Water-TiO2 1%
Tin [oC] 20.72783032
Tout [oC] 30.17570772

Mass flow rate ⎡
⎣

⎤
⎦

kg
s

0.00506076

Average velocity ⎡⎣ ⎤⎦
m
s

0.100192305013324

Measured wall temperature [oC]
P1 P2 P3 P4 P5 P6 P7 P8
27.3851 30.5061 31.7774 32.7843 33.7539 34.5859 35.7339 36.8954
Water TiO2 2.5%
Tin [oC] 20.42931976
Tout [oC] 30.33637348

Mass flow rate ⎡
⎣

⎤
⎦

kg
s

0.00483872

Average velocity ⎡⎣ ⎤⎦
m
s

0.0947206421346319

Measured wall temperature [oC]
P1 P2 P3 P4 P5 P6 P7 P8
27.6379 30.2110 31.1077 32.1243 33.2631 34.1295 35.4107 36.7575
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Test case 200-6 (P= 200W, mass flow rate= 6 g/s)

Power [W]
0–1 1–2 2–3 3–4 4–5 5–6 6–7 7–8 8–9
12.645252 25.199415 25.157642 25.183376 25.007246 24.898513 24.869698 24.77899 12.380457
Water
Tin [oC] 20.4309997714286
Tout [oC] 28.4802120857143

Mass flow rate ⎡
⎣

⎤
⎦

kg
s

0.00598191428571429

Average velocity ⎡⎣ ⎤⎦
m
s

0.119

Measured wall temperature [oC]
P1 P2 P3 P4 P5 P6 P7 P8
26.5189 28.8542 29.5711 30.3115 31.0724 31.8340 32.8079 33.7793
Water-TiO2 1%
Tin [oC] 20.83672112
Tout [oC] 28.46655984

Mass flow rate ⎡
⎣

⎤
⎦

kg
s

0.0063294

Average velocity ⎡⎣ ⎤⎦
m
s

0.12528311801163

Measured wall temperature [oC]
P1 P2 P3 P4 P5 P6 P7 P8
27.0999 30.0663 31.3078 32.1889 33.0038 33.6719 34.5715 35.4285
Water TiO2 2.5%
Tin [oC] 20.42612872
Tout [oC] 28.38385764

Mass flow rate ⎡
⎣

⎤
⎦

kg
s

0.00608732

Average velocity ⎡⎣ ⎤⎦
m
s

0.119133590449441

Measured wall temperature [oC]
P1 P2 P3 P4 P5 P6 P7 P8
26.8984 29.7629 30.7296 31.6093 32.4671 33.0164 34.05401 35.0789
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